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This article briefly describes the issues related to providing mobile access to computational, data,
and service Grids. Then it describes our preliminary efforts to enhance computational and service
Grids to handle mobile access. In particular, we focus on how the HARNESS mobile extensions
project approaches the problem of enhancing Grid computers with mobile access and we describe
how the InviNet project provides access to service Grids with consistent quality of service.

I. Introduction

Grid systems [1] are very large-scale, generalized network
computing systems that can scale to Internet size environ-
ments with resources distributed across multiple organiza-
tions and administrative domains. Using the design objec-
tives and target applications of the Grid systems, they can
be categorized into (a) computational Grids, (b) data Grids,
and (c) service Grids. Computational Grids have higher
aggregate computational capacity available for single ap-
plications than the capacity of any constituent machine in
the system. Data Grids provide an infrastructure for syn-
thesizing new information from data repositories such as
digital libraries or data warehouses that are distributed in a
wide area network. Service Grids provide services that are
not provided by any single machine.

With the emergence of Grids as a suitable hosting tech-
nology for applications in various areas including data-
and compute-intensive computing, online gaming, and data
storage and archiving, it is becoming important to pro-
vide mobile access interfaces to Grids. For example, in
a tele-health application, the patient data including Com-
puted Tomography images can be stored in data Grids. In
emergency situations, health care personal may want to ac-
cess this information in different forms from the field. Due
to consistency and privacy issues and resource limitations,
replication of the content may be restricted. Therefore, on
demand computations that are resource intensive may be
performed to create the data that is most appropriate for the
mobile device. Hence, it is essential that the data is manip-
ulated on high-performance machines that are part of the
data Grid forming the back-end instead of the mobile ma-
chines that are the front-end.

Providing mobile access to distributed computing re-
sources and in particular web oriented resources is a well
examined topic [2, 7, 8]. However, supporting mobile in-
terfaces in the Grid context provides new challenges and
opportunities. Following are some of the major research
issues in this context:

� One of the main issues handled in Grid computing sys-
tems is resource heterogeneity. Introduction of mo-
bile devices requires an extension of the heterogeneity
model to incorporate them.

� Disconnections and the resulting network partitions
should be handled efficiently. Most projects propose
solutions to disconnections by treating them as fail-
ures or willing permanent changes. However, with
mobile or wearable devices, these events need to mod-
eled in a general way.

� A mapping scheme should decide how different com-
ponents of an application should be mapped, i.e.,
which components should be assigned to the back-end
and which to the front-end (mobile device). These
decisions should consider various issues including
power consumption, locality of access, resource re-
quirements, throughput requirements.

� The components of an application mapped onto the
back-end should be located such that load balancing
and quality of service (QoS) considerations are met.

II. Our Approaches

In this section, we report on our preliminary efforts to en-
hance Grids with mobile access as presented at the Ad-
vanced Topic Workshop on Middleware for Mobile Com-
puting.

In the first project that extends the HARNESS metacom-
puting system [6, 5], we examine how wearable comput-
ers can be used with a computational Grid. With wearable
computers, the user moves with the machine or terminal.
Therefore, the physical identity of the end terminal and its
properties do not change as the user moves. This is often
referred to as terminal mobility and QoS issues are caused
in this instance due to variations in connection quality.

However, in general, the user can move among differ-
ent end terminal devices. In this situation, the end terminal
identity and properties change as the user hops between ter-
minals (the terminals may be wearable, mobile, or station-
ary). This form of mobility is called user mobility [2]. In
the second project, the InviNet, we propose an architecture
for handling this aspect in the context of Grid systems.

II.A. HARNESS Mobile Extensions
To address the issues related to enhancing computational
Grids with mobile accessibility, the HARNESS project
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[6, 5] adopts a model based on mobile activities that mi-
grate between wearable computers by means of active
transactions. Coupled with the ability of the HARNESS
system to manage multiple users and reconfigure the ser-
vices provided by the virtual machines, this approach al-
lows us to seamlessly connect the model based on mobile
activities with a Grid computing system. In our project, we
envision four different modes of operation: (a) single wear-
able computer; (b) peer-to-peer network of wearable com-
puters; (c) a wearable computer and Grid system connected
together; (d) a peer-to-peer network of wearable computers
connected to a Grid system.

In the first mode, the capabilities of a wearable computer
are augmented by the additional services provided by the
land-based stations. These services include: repositories
of modules; storage for data and activities; remote, persis-
tent message boards; and activity arenas. The second mode
of operation explores the concept of communities of users
cooperating by means of wearable computers. These com-
munities engage in collaborative activities of resource and
application planning without needing a stable interconnec-
tion topology. On the contrary, the components of a com-
munity connect to each other only occasionally to exchange
activities and results. The users in these communities also
exploit the services available in the single user mode to en-
hance their capabilities, e.g., storing messages on persis-
tent boards to setup a rendezvous or uploading currently
running activities to free resources needed by cooperating
applications.

In the third mode, for applications requiring computa-
tional power unsupportable by wearable computers, the
wearable computers use back-end Grid systems as com-
putational engines. The fourth mode combines the coop-
erative activities of mode two with the computationally in-
tensive services provided by the back-end Grid systems in
mode three. In all modes, the wearable computer users ben-
efit from the functionality to engage in collaborative com-
puting with the community of wearable computing users as
well as the ability to tap into the large computational power
provided by the back-end Grid system.

II.B. InviNet
The InviNet (Invisible Network) [3] is an ongoing project
for providing pervasive access to services, content, and
users that uses Grid computing as a back-end technology.
The basic entity managed by the InviNet is a service (i.e.,
users and content are represented by the corresponding ser-
vices). The InviNet is organized in a two-stage architecture.
The first stage (front-end) called the InviNet kernel (INK)
primarily provides service location and access facilities that
handle mobility. The second stage (back-end) called the
MetaGrid [4] is based on Grid computing and provides a re-
source orchestration framework for the services. The INK
is being built to include the following features (a) unified
human friendly namespace, (b) secure dissemination and
discovery, and (c) user and terminal mobility. The human
friendly names are based on the domain names for maxi-
mum backward compatibility. These names are constructed
such that they provide “hints” on the expected mobility pat-

terns of the named entities. The names are used to locate
the entity at connection creation. Once the connection is
created, the connection maintenance algorithm is respon-
sible for maintaining the connection despite mobility. The
MetaGrid back-end performs adaptive resource allocations
so that services can continue to operate at acceptable lev-
els as the demands fluctuate. For example, services that
are overloaded are replicated and thus provided more re-
sources. The replica created by the MetaGrid is used by
the INK when a request for that service arrives. Similarly,
replicas are deleted if services are found to be underloaded.
The decoupled nature of InviNet enables the resource allo-
cations to expand and contract as necessary.
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