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Abstract

Thispaperpresentsa novelarchitecture calledthe Meta-
Grid basedon Grid computingconceptdor resouce provi-
sioning for wide-ara network-enabledapplications. Re-
souice provisioningfor wide-araapplicationscaninvolve
coordinated allocation of computingand communication
resouces. A Grid computing systemsprovides a vir-
tual framework that facilitates contmolled resouce shar
ing amongdifferentinstitutions. TheMetaGrid extendsthe
Grid computingsystemsn two major ways: (a) introduces
anotionof SubGridthat providesa coarse-grinedresouce
allocation classand (b) introducesa frameavork for inter-
connectingGrids by facilitating peering trading, and bro-
kering amongthe different Grids. This paperpresentqa)
the overall architecture of the MetaGrid with a description
of the differentfunctionalcomponents(b) the resouce al-
locationmodelthatis introducedoy thenotionof SubGrids,
and (c) strategiesof interconnectingGrids.

1. Intr oduction

The Internethasevolvedinto a popularcommunication
mediummainly drivenby applicationssuchasE-mail, Net
News, andWorld Wide Weh Theseapplicationsprimarily
requirethe Internetto be a besteffort datamoverto enable
“information exchang€. However, for several existing and
emeging applicationsfrom areassuchas business enter
tainmenthealth,andeducationplain datamoving capabil-
ities of the Internetareproving to beinadequat¢2].

As business-criticalapplicationsare network-enabled,
userswill requirearnytime andeverywhereaccesso theser
vices offered by the applications. Supportingsuchaccess
with quality of service(QoS)constraintsn spiteof dynamic
variationsin resourceavailabilities is a challengingunder
taking. The approacheso addresshis problemarebased
on eitherend-to-endresourceresenation or resourcepro-
visioningthroughdifferentiatedesourcenanagementThe
approachebasednformertechniquesareknownto beless
scalable This papemproposesnovel resourcerovisioning
basedapproachto supportwide-areanetwork-enabledap-
plications.

For wide-areanetwork-enabledapplications,resource
provisioningcaninvolve coordinatedhllocationof comput-
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ing andcommunicatiorresourcesTheresourceprovision-
ing architecturepresentedn this paper called the Meta-
Grid, is basedon Grid computing[6, 9] concepts. Grid
computingsystemsprovide a virtual framework that facil-
itates contmlled resourcesharingamongdifferentinstitu-
tions. The MetaGrid extendsGrid computingsystemsin
two major ways: (a) introducesa notion of SubGridthat
providesa coarse-grainedesourceallocationclassand (b)
introducesa framework for interconnectinglifferentGrids
by facilitating peering trading,andbrokeringamongthem.

Forthepurpose®f this paperwe definewide-areappli-
cationsasapplicationghatrequiregeographicallylispersed
resourceallocations. A SubGrids resourceallocationre-
quirementsareprovidedby resourcespecificationsA Grid
instantiatesa SubGridby allocatingresourceso fulfill the
specifiedrequirementsThe SubGridis consideredsa sin-
gle entity for accounting,billing, and authorization. It is
the responsibilityof the Grid’s resouce manayementsys-
tem(RMS) to insulatea SubGridfrom anotherby ensuring
thattheresourceallocationdfor the differentSubGridscon-
tinueto adhereto the differentSubGridcontracts.

In additionto the SubGridnotion, the MetaGrid intro-
ducesthe conceptof interconnectingGrids. While Grids
arevirtual systemsthat are constructedor resourceshar
ing and can scaleto large extents, they can evolve dif-
ferently basedon their specialization. For example, we
canhave specializationsuchasacademidsrids, commer
cial Grids, non-profitGrids, dataGrids, andcomputational
Grids. ThesedifferentGrids may have variousnaming,ac-
counting,billing, managemengndaccessolicies. There-
fore, we requiretrading amongthe Grids to fulfill the re-
guirement®f theresouceconsumes (RCs). TheMetaGrid
facilitatesinter-Grid resourceradingvia Grid peeringand
Grid brokering. Grid peeringarrangementaresetupamong
participatingGrids throughoff-line agreements Whereas
Grid brokeringinvolveson-line transactionamongthe dif-
ferentGridsto decidehow thetradingshouldbeperformed.

We presentheMetaGridsystemasaresourcegrovision-
ing mechanisnfor wide-areanetworkedapplications.Cur-
rently, resourceprovisioning for wide-areaapplicationsis
performedthroughoff-line agreementso acquirethe nec-
essaryresources.One of the disadwantageof the off-line
schemess the lack of adaptability The MetaGridpresents



a resourceprovisioning mechanisnfor on-line adaptabil-
ity. Resourceprovisioningaloneis not sufficientto provide
adaptability The wide-areaapplicationshould have suf-
ficient mechanismdo implementadaptationusing the re-
sourceprovidedby the MetaGrid. The adaptatiorprocess
is exemplifiedusinga popularwide-areanetworked appli-
cationcalledthe contentdeliverynetwork(CDN) [11].

A CDN is avirtual network formed by interconnecting
geographicallydispersedvirtual “serving” resourcessuch
assurrogateseners,cachesandcontentrouters. The con-
tent publishers(originators)requiring efficient and timely
delivery of their contentto the eventualconsumerganout-
sourcethe delivery processto the CDN. The CDN is re-
sponsiblefor deplogying or acquiringenoughresourceso
thatthe contentis deliveredto the contentconsumersn a
timely fashion. Supposedemandfor a particularcontent
increasesn aregion, the CDN shouldreomganizeto boost
the servingcapacityfor the contentin thatregion. To boost
the servingcapacity the CDN hasto increaseheresource
allocationsfor the contentin demand.This requiresthe ac-
quisitionof new resource®y the CDN and/orreassignment
of alreadyacquiredresourcesThe MetaGridenablesanap-
plicationsuchastheCDN to dynamicallyacquireadditional
resources.The effective usageof the resourceslreadyal-
locatedto the CDN is left to the “contentmanagementél-
gorithmsusedby the CDN.

Section2 presentsa descriptionof the MetaGrid archi-
tecture.In this section the component®f the architecture,
protocols andaspecificatiodanguagausedfor definingthe
SubGridstructurearebriefly described.The resourceallo-
cation model introducedby the MetaGridis examinedin
Section3. Thereasondor interconnectinglifferentGrids
andthe needfor peeringand brokering functionalitiesare
investigatedin Section4. Example applicationsare de-
scribedin Section5. The MetaGridapproachs compared
with othersystemsn Section6.

2. MetaGrid Architecture
2.1 Overview

The Grid computing systemsimprove upon previous
generatiordistributed computingervironmentg DCES) by
providing extensibility, adaptability andsite autonomy[6].
Although Grids are designedas scalableoverlay systems
that can potentially spaninstitutions even from different
continentsfollowing factorslimit their extent: (a) policies
and affiliations of the participatingand managingentities,
(b) specializationof the Grid to improve the efficiengy of
selectedoperationsand (c) physicalconnectities of un-
derlying resources.To addresgheseissueswe proposeto
interconnectautonomousgsrids via peeringand brokering
arrangements.

TheoverallMetaGridarchitecturés logically segmented

vertically andhorizontally Vertically we split the architec-
tural componenténto four levels. The majormotivationfor
the vertical split is the manageabilityof the overall Meta-
Grid architecture. The major motivation of the horizontal
splitis to provide scalability extensibility, andadaptability

Vertically we have MetaGridspecificcomponentsatthe
first level. Thesecomponentscan be consideredas the
“glue” that provide the primitive operationsnecessaryor
the different Grids to interoperate.The secondevel con-
tains Grid specificcomponentghat provide Grid services
suchasauthenticationpaming,allocation,information,and
dataaccessThethird level containdocal resourcespecific
componentandthe fourth level containsthe SubGridspe-
cific components.

Horizontally we split the MetaGrid into a network of
Grids. EachGrid can be split further into domainswith
eachdomainbeingcomposedf resources.Theresources
canbe further cateyorizedinto threedifferenttypesbased
on the modeof attachmento the Grid: (a) fully dedicated,
(b) partially dedicatedand(c) on demand.

2.2 BasicMetaGrid Components

Figurel shovsthebasiccomponentsf aMetaGridsys-
tem along with an illustration of the interactionsamong
themfor (a) SubGridcreationand (b) SubGridaccess.As
explainedabove the componentsre placedin four differ-
entlevels: (a) MetaGrid, (b) Grid, (c) local resourceand
(d) SubGrid.Following is a descriptionof the major Meta-
Grid components:

e ServiceOriginators (SOs)have the contentor service
that requirewide-areadeployment. They out-source
the deployment and managemenbf their wide-area
services. The wide-areaservicesexecuteon the re-
sourcegprovidedby the MetaGrid.

e EndUser(EU) is theentity that“loads” thewide-area
servicebeing deployed by the MetaGrid. The Meta-
Grid shouldprovide sufficient resourcego the wide-
areaapplicationbeing hostedso that the application
canadequatelgene the EU.

e \irtual SubGrid Manager (VSM) is a broker con-
tractedby the SO to managethe resourceallocation
process. The VSM can use other entities that have
specializecknowledgeregardingthe SO’s application
to determinethe resourcerequirementgo deliver the
neededloS.

e AccesdNetworkis thenetwork usedby the EUsto con-
nectto thewide-areaserviceshostedby the MetaGrid.
Theaccessetwork is assumedo have thefunctional-
ity for servicedisseminatioranddiscovery.

e MetaGrid ServiceProviders (MGSPs)form the ba-
sis of the MetaGrid administratve structurecontrol-
ling theinductionandexpulsionof resouce providers
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Figure 1. MetaGrid components and typical interoperating scenarios.

(RPs).

e MetaGrid Resolves (MGRs)facilitate peeringamong
thedifferentGrids,gatherstatisticainformationonthe
Grids,andenablethe SOs(in generalRCs)to contact
themostappropriateGrid.

e Grid Resolves (GRs) are resourcemanagersof the
MetaGrid.They performSubGridresourceallocations
andcontinuallymonitortheresourceallocationgo en-
surethatthe contractsspecifiedby the SubGridspeci-
fications(asexplainedbelow) arenotviolated.

e SubGridResolves (SGRs)areinstantiatecdy the GRs
oncea SubGridis created. The SGRsareresponsible
for servicespecificresourcananagement.

2.3 MetaGrid Protocolsand Operations
2.3.1 MetaGrid Protocols

In MetaGrid,we have threemajor application-leel pro-
tocolsthat are usedto exchangemessageamongthe dif-
ferentcomponentsA MetaGridcomponenshouldat least
speakone of the protocolsand some componentsspeak
all threeprotocols. The MetaGrid Protocol (MGP), Grid
Protocol (GP), and SubGrid Protocol (SGP)are the three
application-leel protocols.Following aresomeof thefunc-
tionssupportedby theseprotocols.

2.3.2 Grid Registration and Selection

As mentionedpreviously, the MetaGrid facilitatesthe
interconnectiorof different Grids via peeringand broker-
ing. To enablethis processGrids registerwith the MGRs
by providing their attributesand identities. Oncethe ini-
tial registrationis performedthe Grids periodicallyupdate
the MGRswith their status.The statusinformationis used
by the MGRsto proposethe mostsuitablecandidateGrids
whena VSM sendsa requestfor quote(RFQ) for the cre-
ation of a SubGrid. The RFQ containsspecificationsor
thetypesresourcesandthe correspondingapacitieghata
SubGridshouldcontain.

2.3.3 SubGrid Creation

An SOwantingto hostits serviceon the MetaGridcon-
tactsaVSM. Througha dialoguebetweerthe SOandVSM
specificationsfor the SubGrid resourcerequirementsare
generatedy the VSM. Thesespecificationsare expressed
in a languagedescribedbelon. Oncethe virtual SubGrid
specificationgVSS) are formulated,the VSM negotiates
with the MGRsto implementthe VSS. The MGRs propose
the bestsetof Gridsthe VSM shouldprobefurtherto allo-
catethe SubGrid. The VSM may electto probethe candi-
dateGridsin any order Theselectedsrid is responsibldor



allocatingtheresourcesor the SubGrid.
2.4. SubGrid Specification

One of the major benefitsof the MetaGrid approachis
theisolationof resourceallocationsfor differentwide-area
applicationsusing the notion of SubGrid. The resource
requirementsof a SubGrid are specifiedusing a Virtual
SubGridSpecificationLanguaye (VSSL). A portion of the
VSSL grammaiin BNF notationis showvn in Figure2. The
“demand”for the servicefor which a SubGridis requested
is abstractediy a notion called the Anchor points (APSs).
An AP representa setof usersin aparticulargeographical
spanor representghe centroidfor multiple users’access
patterns Theweightassociateavith an AP denoteghede-
mandintensityatthe geographicaspanfor the service.

<anchor > :: = anchor_points: (<anchor _attri b>
<cl ass>)
<cl ass> ::= class:(<cl ass_attrib>
<chi | d>)
<child> := <class> | <class><child> |
<cl ass_attrib> ::= nodes:(<node_specs>)
<link>
<link> ::= <inter_link> |

<intra_link> |
<inter_link><intra_link> |
<inter_link> ::= interclasslink: (<l i nk_specs>)
<intra_link> ::= intra-classlink: (<l i nk_specs>)
<anchor _attri b> ::= nodes:(<node_specs>)
distribution: (<di st _functi on>)
;= <node_count >
<node_t ype>
<node_t ype> ::= type: (<node_type_def>) |
<node_t ype_def> ::= <cluster> | <node> |
<cl uster>OR <node>
<node_count > ::= <abs_nodes> | <node_range>
<abs_nodes> ::= no.of_-nodes: <nunber >
<node_r ange> ::= minimum: <nunber >
maximum: <nunber >

<node_specs> :

Figure 2. Partial BNF specification for VSSL.

The VSSL specificationcan be consideredas a tree
rootedon AP nodes. Extendingfrom the AP arethe other
resourcaequirementshatareexpressedisclassesA class
denotesa similar set of resourcetypesthat may be ge-
ographicallydistributed with the given connectvity con-
straints. A classspecificationincludesattributessuchas
machinetype, memory capacity and bandwidthand de-
lay constrainton the intra-clusterconnectvities. Further
it specifiesthe boundsfor the inter-clusterlink delayand
bandwidth.By specifyingthe boundson thelinks connect-
ing the AP setandthe SubGridnodeswe canpreventthe
GR from concentratinghe resourceallocationto a particu-
lar network vicinity. Further theseconstraintson the con-
nectvities amongthe APs and the SubGrid nodesensure
that the SubGridnodesare locatedto cover the demands

originatingfrom the APsata certainQoSlevel.

3. MetaGrid Resource ManagementModel

3.1 Overview

TheMetaGridresourcenanagemennodelexaminedin
this sectionincludeshierarchicaland peerto-peerrelation-
shipsamongits entitiesasshownn in Figure3. Theintroduc-
tion of SubGridsfurther complicateghe resourcananage-
mentmodel. A resourcethatis participatingin a SubGrid
is alsoby definition part of the “parent” Grid. We assume
that resourcegdo not participatein multiple SubGridssi-
multaneously unlessthereis somepolicy basedisolation
like hierarchicafair sharequeuing.

At the lowestlevel of the resourcemanagementodel,
we have the differentresourceswith their local resouce
manayementsystemgLRMSSs) that schedulethe taskson
them. The LRMS resenesthe right to rejectary taskas-
signedby the upperlevel resourcemanagementEachre-
sourcewrappedby its LRMS is attachedto the Grid re-
soucemanagiemensysten{GRMS)thatis implementedy
the GRs. In the MetaGridresourcemanagementnodel, a
resourcds restrictedto attachto only a singleGR. A Grid
canhave several GRsandthe GRsaregroupedinto differ-
enttopologicalor administratve sectorscalledthe Grid do-
mains The functionssupportedby the GRMS includethe
following:

e Resouce management:This involvesinterfacingwith
theLRMSsandtrackingtheloadlevelsof thedifferent
resourcesindassigningesource$o SubGrids.

e SubGridcreation: The GRMS is responsiblefor al-
locating the resourcedo satisfy the VSSL specifica-
tion given by a VSM. The GRMS maximizessome
measuref “importance”while allocatingthedifferent
SubGrids.

e Grid statusdisseminationThe GRMSatthe GRsdis-
seminateinformation abouttheir respectre domains
to eachotherwhile the GRMS at the GRsdisseminate
informationaboutthe whole Grid to the MetaGridre-
souice managgemensysten(MGRMS).

Oncea SubGridis instantiated,the SubGrid resouce
manajementsystem(SGRMS)is launchedon it. Because
theSubGridsareservicespecific,the SGRMSalsoincludes
servicespecificextensionsthat are tailored to suit the re-
qguirementsof the servicesbeing hostedby the SubGrid.
AlthoughFigure3 shovs both GRMSandSGRMSascon-
trolling theresourcesthe GRMS and SGRMSmanagehe
resourcedn differentways. The GRMS administersthe
resourcegoining andleaving the SubGrids. The SGRMS
manageshe resourcegshat are already allocatedfor the
SubGrid.
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Figure 3. MetaGrid resour ce management model.

3.2 Constrained Allocation

In the simplestcasefesourcellocationsnvolve assign-
ing jobsto resourcesuchthattheresourceareableto com-
plete the jobs in a timely fashion. This processis made
harderwhen the jobs simultaneouslyrequire multiple re-
sources.In Grid computingsystemsthe simultaneousl-
location problemis referredto asthe co-allocationprob-
lem[7]. Theco-allocationproblemimposesempoal con-
straintsamongthe differentresourceshatareallocatedfor
the setof jobsor setof subjobsthatbelongto a singlejob.
The constiained allocation problemrepresents general-
izedform of allocationwherespatial constraintsareintro-
ducedn additionto thetemporakonstraintshatarepresent
in the co-allocationproblem.

One of the primary goals of MetaGridis to provide a
framework for resourcerovisioningfor wide-areaservices.
Typically, wide-areaservicesare deplojed to sene geo-
graphically disperseddemands. Therefore,the MetaGrid
shouldtake the locationsof the demanddor the wide-area
servicesbeing hostedby the SubGridwhile allocatingthe
resourcesor the SubGrid. Therefore,in the mostgeneral
casetheconstraineallocationproblemcanincludespatial
andtemporalconstraints.However, therecanbe situations
wheretemporalconstraintaarenot present.

3.3 SubGrid asa Facility Location Problem
VSSL specificationfor a SubGridcanbe consideredhs

asetof constraintghatshouldbe satisfiedby theresources
allocatedfor the SubGrid. The goal of the allocationpro-

cessis to find a setof resourcesvith minimum “cost” that
satisfiesthe constraints.Therefore the SubGridallocation
problemcanbe posedasan optimizationproblemor more
preciselyafacility location problem(FLP).

In the generalcase the SubGridallocationproblemcan
differ from the corventional FLP due to reasonsinclud-
ing: (a) mutualexclusivenesf the demandhodes(anchor
points) and the facility nodes(resourcesallocatedfor the
SubGrid),(b) intra-resourceonstraintamongthe onesal-
locatedfor the SubGrid,and(c) layersof resourcesvith dif-
ferentconnectvity requirement®etweeramongandwithin
layers.

We approactthe SubGridcreationasa fixedcharge ca-
pacitatedfacility location problem wherea cost(f;) is in-
curredfor locating a facility j andthe facility is capable
of coveringa givenamountof demands.f thefocusis on
simply reducingthe numberof nodesin the SubGrid,the
locationcostcanbe setto unity (i.e., f; = 1). In SubGrid
creationthe nodesto be placedare consideredasfacilities
to belocated. Thedemandsttheanchorpointsarecharac-
terizedby the productof requestate andrequestiengthof
the serviceoriginatingatthe points.

Mathematicallywe canformulatethe objective function
for the SubGridcreationas

minimize Y fis; + Y Y hicijai
i O

whereh; is thedemandat AP 5 andc;; is the costincurred



in covering AP 4 with SubGridnodej. Further

1
Sj = 0
1
a5 = 0

Thecostc;; is definedas

if nodej is includedin SubGrid
otherwise

if nodej coversnodei
otherwise.

cij = adi; + bﬁ
]
whered;; andb;; arethedelayandbandwidth respectiely
betweemP 1 andSubGridnodej. Theparameters andj
areservicespecificconstants.

Basedon the above objective function,the SubGridcre-
ation problem can be further developedinto a complete
fixed chaged capacitated=LP by formulating constraints
from the givenVSSL specifications.

Solving the generalFLP has been proved to be NP-
completd3]. Generallyapproximatioralgorithmsareused
to solve FLPsin polynomialtime by applyingLP and/orLa-
grangianrelaxations.However, herewe do not preferthis
approachbecausda) the additionalconstraintdntroduced
in theSubGridproblem,asdescribedbove, furthercompli-
catesthe solutionand(b) the approximatioralgorithmsare
generallycentralizedwhich, in a way, implies an off-line
mechanismBut, the primary aim of the notion of SubGrid
is to provide a dynamicresourceallocationschemehatre-
quiresthe SubGridcreationprocesgo be on-line. There-
fore, we device a distributed heuristic solution technique
thatis supportedy the MetaGridresourcenanagemerdr-
chitecture. However, the target objective function remains
the sameasthe oneformulatedabove.

In the MetaGrid,a MGR decideghe Grid to hosta par
ticularserviceandhenceto createa SubGridfor theservice.
Oneof theGRsof theselectedsrid receivesthe VSSLfrom
the MGR anddisseminategt to all the domainswithin the
Grid. The Grid domainsindividually bid for hostingparts
of therequiredSubGridto cover subset®f the APs. Based
onthebids, GR decideon which domainto hostwhich part
of the SubGrid. Herethe SubGridis createdin two level:
first, the GR appliesa heuristicto form the SubGridconsid-
eringthe domainsascoarse-grainethcilities,andthenthe
selectedlomainsappliesthe sameheuristicin finer-grainto
locatethe actualSubGridnodes.

4. Networks of Grids
4.1 Overview

AlthoughGridsaredesignedisscalableoverlaysystems
that can potentially spaninstitutions even from different
continents,several factorslimit the extent of the individ-
ual Grids. Thesefactorsinclude(a) policiesandaffiliations

of the entitiescreatingandmanaginghe Grid, (b) special-
ization of the Grid to improve the efficiency of selectedp-
erations,and (c) physicalconnectvities of underlyingre-
sourcesFor example,academi@andnot-for-profit research
organizationgmay participatein a research/academierid
on which a for-profit organizationmay not be able to di-
rectly participate. Similarly, Grids can be specializedas
dataor computational. Data Grids may focus on integrat-
ing databasesr datarepositoriesso that clients can have
high-performancaccesdo large volumesof datafrom dif-
ferentgeographicalocations.The computationalGrids,on
the otherhand,focuson aggreyatingthe computationata-
pabilitiesof the participatingresourcesuchthat computa-
tionally intensie applicationsmay usetheseresourcevia
remotecomputation.

Given thesefactorsthat limit the extent of individual
Grids, clientswith diverserequirementsnay have to par
ticipateon multiple Gridsto fulfill their requirementsThis
may be undesirabledueto the additionaloverheadncured
by the clients. In this paper we proposethat the Grids
shouldhave mechanismgo trade resourcesamongthem.
Thetradingmechanism&nablea Grid to locateforiegn re-
sourceghatarerequiredby a local client without request-
ing theclientto join theforeignGrid. Thisway aclientcan
retainthe simplicity and reducedoperationaland manage-
mentoverheadassociatedvith single-pointGrid connectv-
ity andfulfill its resourceequirements.

4.2 Grid Peering

Grid peeringis one of the inter-Grid trading mecha-
nisms proposedin this paper Similar to the peeringar
rangementin the Internet, Grid peeringis definedas the
arrangemenamongdifferent Grids to exchangeresource
usagerights. In generalthe peeringarrangementsan (a)
provide a settlement-freeelationshipthat facilitatescon-
trolled accesdgo the resourceor (b) provide a controlled
but paymentbasedapproacho accessingemoteresources.

In our Grid peeringmodel,we definea fixed numberof
accesglassesAg, A1, ... A,_1. Theaccesglassesreor-
deredsuchthatA; providesmorepriviledgesthanA ; for all
i > j. Eachresourcespecifiesthe minimum accesslass
necessaryo accessts differentfunctionalities. For exam-
ple, a supercomputemay limit the numberof processors
acquiredby requestghat belongto accesslassA; to four
while requestsdelongingto accessclassA4 may acquire
up to 16 processorsThe peeringarrangemenspecifieghe
maximumaccesglassa Grid canusewhenlaunchingre-
guestsontoits peersandthe maximumweightedoutstand-
ing requestdt canhave at ary giventime. By imposing
thelimit ontheweightedoutstandingequestseachGrid is
motivatedto usethe minimumaccesdevel requiredfor the
access.

A Grid may have two limits on the weightedoutstand-



ing requestsFirstlimit is for settlement-freaccessandthe
secondimit is for paymentbasedapproachThelimits im-
posedon the weightedoutstandingequestpreventa Grid
from excessvely loadingotherpeeringGrids. Thisis espe-
cially importantfor preventinga subvertedGrid from being
usedto launchdenial-of-servicattacksagainsotherGrids.
Gridswith lesspriviledgeswill endup payingtheaccess
feeto otherGrids. To bill theappropriateGrids someform
of meteringshouldbe performedo determinghe usages.

4.3 Grid Brokering

Grid brokering is anothermechanismfor trading re-
sourceusagerights amongthe different Grids. Grid bro-
keringallows the differentGridsto interoperateby provid-
ing them an intelligent way of routing the requestgo the
mostappropriatd¢argetGrid. TheGrid peeringachiesesthe
samefunctionality by working agreementamongthe dif-
ferent Grids that were madeoffline. The Grid brokering,
on the otherhand,is an online mechanisnfor routing the
resourceequests.

BecauseGrid peeringis basedon agreementsnadeof-
fline it is targetedto handleexpectedaverageload condi-
tions. Whereas,Grid brokering is meantto handleunex-
pectedoverloador uniqueresourcaequirements.

5. Example Applications

The MetaGrid characteristicsuchas horizontally inte-
gratedresourceamanagmentservicesggregation,andtime-
dependentesourceallocationsmake it anattractive infras-
tructure for hosting applicationsthat require coordinated
allocationsin wide-areanetworks. Examplesof applica-
tions that canbenefitfrom MetaGridinclude CDN, video-
on-demandVoD), andvirtual storage wide-area networks
(VSWAN).

CDNs arean emeging paradigmfor delivering content
(both streamingand non-streamingjo enduserssuchthat
somemeasureof QoSis met. The basicideabehindthe
currentCDN deploymentsis to acquiresufiicientresources
at the “edge” of the Internetand deliver the contentfrom
theseresourcesTo achieve this, the CDN providersinstall
resourcest selectedocationsover the Internetandinter
connectheseresourcesothatdelivery of therequiredcon-
tentis performedfrom the mostappropriatdocation. The
MetaGrid can provide the “server” resourcefor a CDN.
The requirementsof the CDN providers shouldbe speci-
fied by a VSSL specificationand the MetaGrid will allo-
cate the necessaryesources. Dynamically obtaining the
resourceghroughthe MetaGrid can be significantly more
cost-eficientfor aCDN providerthanplacingtheir own re-
sourcesFurther it enablegshe CDN providersto relinquish
theusagerightswhentheresourcesrenot needed.

VoD is anotherwide-areaapplicationthat can benefit
from the MetaGrid. A VoD deployment needsgenerous
amountsof storageand sener capacityto play back the
streamsas needed. A typical VoD systemmight require
othercomponentsuchasstreanpatchingnodeshesideshe
storageandplay backsenersthatthe MetaGridcanprovide
on-demandndattime-dependerbcations.

Otherapplicationsof MetaGridmay includedistributed
gamingwhereuserscanform a SubGridfor themselesto
resere bandwidthamongthem, virtual private networks
where the SubGrid can provide a wide-areaautonomous
pool of resourcespeerto-peercomputing,anddistributed
interactve simulations.

6. Related Work

The2K [5] isanetwork operatingsystenin whichall en-
tities (usersdevices,etc)existin thenetwork andarerepre-
sentecby CORBA objects.Oneof theuniquefeatureof 2K
is it reconfiguresautomaticallysuchthatat ary giventime
only componentabsolutelyneededy the applicationsare
loadedinto the system.

Globus [9, 6] is a toolkit for Grid computingthat is
beingwidely usedfor implementingcomputationalGrids.
The Globustoolkit providesa setof “core” serviceson top
of which higherlevel servicescanbe built. The applica-
tion level scheduling (AppLeS) [4] is a network-enabled
schedulethatworkswith a Grid computingtoolkit suchas
Glohusto scheduléndividual applications AppLeSagents
usestaticanddynamicapplicationandsysteminformation
while selectinga viable setof resourcesindresourcecon-
figuration.

TheJini [10] is asetof protocolsfor managingdynamic
network computingbasecdn Java. It allows servicego join
a network anddiscover otherservicesthat are availablein
thenetwork. However, the clientsshouldbe Jini-enabledo
usethis framework.

The PortolanoProject[12] proposeglevelopingthe fol-
lowing setof enablingtechnologiegor invisible computing:
(a) userinterfaces,(b) horizontally integrateddistributed
services,and (c) infrastructure. The MIT OxygenProject
[8, 13] is a large-scaleinitiative to build a future comput-
ing infrastructurehatis penasive,embeddedyomadic and
eternal.Oneof their approachess to usea self-oiganizing
network thatuses'‘intent” to locateresourcegndservices.

TheWebO9[1] is anetwork-computingsystemnthatpro-
videsbasicoperatingsystemservicego build applications
thatare geographicallydistributed, highly available,incre-
mentallyscalable anddynamicallyconfigurable. The ben-
efits of WebOSweredemonstratetly anapplicationcalled
“Rent-A-Sener” that usedWebOSservicesto implement
dynamicreplicationof overloadedvebservices.

While MetaGrid sharesghe samevision as mostof the
abore mentionedresearchesthe MetaGrid approachis



uniquefor the following reasons First, the MetaGrid pro-
vides a QoS-avare resourcemanagemenframework that
enableghe “staging” of wide-areaserviceso provide bet-
ter end user experience. Second,the MetaGrid presents
a framework for deploying adaptie wide-areaservices.
In essencelMetaGridproposes “Rent-A-Grid” approach,
whichis similar to the “Rent-A-Sener” concep{1]. While
the “Rent-A-Grid” is harderfrom a resourcemanagement
perspecitie, it addressesssuessuchas co-allocation,co-
resenation,andQosS.

7. Conclusions

In this paper we presenteda novel architecturecalled
the MetaGrid basedon Grid computingconceptsfor re-
sourceprovisioningfor wide-areanetwork-enabledpplica-
tions. Resourcerovisioningfor wide-areaapplicationscan
involve coordinatedallocationof computingandcommuni-
cationresources.The MetaGrid extendsthe Grid comput-
ing systemsn two majorways: (a) introducesa notion of
SubGridthat providesa coarse-grainedesourceallocation
classand (b) introducesa frameawork for interconnecting
Gridsby facilitating peering trading,andbrokeringamong
thedifferentGrids.

In this paper we presentedhe overall MetaGrid archi-
tecturewith a descriptionof the variouscomponents.We
alsointroducedthe resourceallocationmodel and defined
theresourcallocationproblemasintroducedby thenotion
of SubGrid. Finally, we examinedtwo differentstrateies
for interconnectinghe Grids.

Currently we are focusing on developing a proof-of-
conceptprototypeof the MetaGrid.
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