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this new approach provides substantial performance gains over limited
feedback beamformers designed for uncorrelated channels.

It is of interest to find efficient ways to search over these subspace
codebooks. Currently, a brute force search is used by computing the
beamforming gain for each possible codebook vector. It might be
possible to use other coding techniques to localize the beamforming
vector required for feedback to a small search sphere in the Grassmann
manifold.
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Error Probability of Bit-Interleaved Coded Modulation
in Wireless Environments

Ping-Cheng Yeh, Salam A. Zummo, and Wayne E. Stark

Abstract—The bit-interleaved coded modulation (BICM) method is ef-
ficient in mitigating multipath fading by providing time diversity. In this
paper, union bounds on the bit and packet error probabilities of the BICM
are derived. In the derivation, the authors assume the uniform interleaving
of coded bits prior to mapping them onto the signal constellation. This
results in a random distribution of the error bits in a codeword over the
transmitted symbols. This distribution is evaluated, and the corresponding
pairwise error probability is derived. Union bounds are functions of the
distance spectrum of the channel code and the signal constellation used
in the BICM system. The authors consider BICM systems operating over
additive white Gaussian noise (AWGN), Rayleigh, Rician, and Nakagami
fading channels. Results show that the new bounds are tight to simulation
curves for different channel models. The proposed bounds are general for
any coding scheme with a known distance spectrum.

Index Terms—Additive white Gaussian noise (AWGN), bit interleaved,
bit-interleaved coded modulation (BICM), coded modulation, convolu-
tional codes, fading channels, generalized fading, Nakagami, Rayleigh,
Rician, turbo codes, union bound.

I. INTRODUCTION

The growing demand for data communications require bandwidth-
efficient transmission techniques. A serious challenge to reliable com-
munication in wireless systems is the time-varying multipath fading
environment, which causes the received SNR to vary randomly. The
fading distribution depends on the environment. For example, if a line
of site (LOS) exists between the transmitter and the receiver in addition
to the multipath reception, the fading process can be modeled by a
Rician distribution [1]. Another popular fading model is the Nakagami
distribution [2], which provides a family of distributions that match
measurements in different propagation environments [3].

Coding and diversity techniques are methods used to mitigate the
effects of multipath fading. Coded modulation [4] jointly considers
error control coding and modulation to achieve high transmission rates

Manuscript received August 10, 2004; revised August 29, 2005 and Septem-
ber 1, 2005. This work was supported in part by National Taiwan University, by
King Fahd University of Petroleum and Minerals (KFUPM), and by the Office
of Naval Research under Grant N00014-03-1-0232. The review of this paper
was coordinated by Dr. M. Valenti.

P.-C. Yeh is with the Department of Electrical Engineering and Graduate
Institute of Communication Engineering, National Taiwan University, Taipei
10617, Taiwan, R.O.C. (e-mail: pcyeh@ntu.edu.tw).

S. A. Zummo is with the Electrical Engineering Department, King Fahd
University of Petroleum andMinerals (KFUPM), Dhahran 31261, Saudi Arabia
(e-mail: zummo@kfupm.edu.sa).

W. E. Stark is with the Department of Electrical Engineering and Com-
puter Science, University of Michigan, Ann Arbor, MI 48109 USA (e-mail:
stark@eecs.umich.edu).

Digital Object Identifier 10.1109/TVT.2005.863340

0018-9545/$20.00 © 2006 IEEE



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 55, NO. 2, MARCH 2006 723

with good quality. The basic idea is to partition the signal space into
sets and use coding to maximize the distance measure between coded
signals. For example, the Euclidean distance is maximized for additive
white Gaussian noise (AWGN) channels, whereas the symbolwise
Hamming distance is the appropriate distance measure for Rayleigh
fading channels. The symbolwise Hamming distance is defined as the
number of symbols in which two vectors of symbols are different.
In fading environments, the symbolwise Hamming distance can be
increased by interleaving coded bits prior to mapping them onto the
signal constellation [5], [6]. This method is referred to as the bit-
interleaved coded modulation (BICM).

Because of the bit interleaver used in the transmitter, each constella-
tion symbol is composed of bits that are located far from each other in
the codeword (from the decoder point of view). Thus, a symbol error
does not cause consecutive error bits in the codeword, which improves
performance significantly. However, the random nature of distributing
the error bits over different symbols causes the performance analysis
to be difficult. An expurgated (EX) bound of the bit error probability
of the BICM was presented in [6] for Gray-labeled signal constella-
tions and in [7] for square quadratic amplitude modulation (QAM)
constellations. The EX bound is based on an equivalent channel model
that converts the M -ary channel of the BICM into m = log2M
parallel binary channels connected via a random switch. As a result
of the model, the EX bound was derived assuming each error bit
belongs to different symbols. However, in reality, it is possible to
have more than one error bit residing in one symbol due to the bit-
interleaving method used. Moreover, the EX bound was derived using
the log–sum approximation log

∑
j
αj � maxj logαj , which causes

the EX bound to become loose as the size of the signal constellation
increases.

In this paper, we derive union bounds on the bit and packet error
probabilities of the BICM over the AWGN and fading channels. In
the new bounds, we assume the uniform interleaving of coded bits
prior to mapping them onto the signal constellation. The distribution
of error bits in a codeword among the symbols is derived and the cor-
responding pairwise error probability is evaluated for the AWGN and
fading channels with Rayleigh, Rician, and Nakagami distributions.
The union bounds are general for any coding scheme with a known
distance spectrum and any signal constellation with Gray labeling.
Simulation results show that the proposed bound is tighter than the
EX bound of [6], and it is tight for different coding schemes, signal
constellations, and channel models. In addition, the weight-spectrum-
estimation algorithm for turbo codes [8], is combined with our BICM
bound, resulting in a very accurate approximation of the packet error
probability of turbo coded BICM under various fading channel models.

The outline of this paper is as follows. The BICM system model is
described in the next section. In Section III, the new union bounds are
presented. Expressions for the pairwise error probability correspond-
ing to different channel distributions are derived in Section IV. The
analytical and simulation results are presented and discussed therein.
Finally, conclusions are presented in Section V.

II. SYSTEM MODEL

The block diagram of a BICM with iterative decoding is shown
in Fig. 1. The information sequence U = {ul}Kl=1 is encoded by a
rate-Rc encoder to yield a codeword C = {cl}Nl=1 with a length of
N bits. The rate of the code is given by Rc = K/N . The codeword
is interleaved using a random bit interleaver. Groups of m bits are
mapped onto a signal point from a signal constellation. The mapping
rule is a one-to-one mapping f : {0, 1}m → S, where S is a signal
space of size M = 2m and dimension D. The signal points in S are
scaled to have the average energy equal to 1. In general, the input to the

Fig. 1. Block diagram of a BICM system employing iterative detection and
decoding.

mapper is a vector c = [c1, . . . , cm], and the output is a signal point
s = f(c). The transmission frame consists of J = �N/m� symbols
and is denoted by S = {sl}Jl=1. Note that the throughput of the system
ismRc/D bits/dimension.

At the receiver, the sampled matched-filter output corresponding to
a transmitted symbol in the time interval l is given by

yl =
√
Eshlsl + zl (1)

where Es is the average received signal energy, and zl is a noise
sample of a zero-mean complex Gaussian random variable with a vari-
ance N0, i.e., zl ∼ CN (0, N0). The coefficient hl is the channel gain
affecting the lth transmitted symbol and is written as hl = al exp(jθl),
where θl is a uniformly distributed phase and al is the channel
amplitude. In this paper, we assume that al is either a constant resulting
in an AWGN channel or is distributed according to Rician or Nakagami
distributions. Moreover, we assume an infinite channel interleaving,
resulting in each symbol being affected by an independent fading
realization from other symbols in the frame. Throughout this paper,
the channel side information (amplitude and phase) is assumed to be
known at the receiver.

The receiver consists of a demodulator/demapper, a deinter-
leaver, and a soft-input-soft-output (SISO) decoder. The demodulator/
demapper computes the log-likelihood ratio (LLR) of the jth coded bit
in the lth symbol of the codeword as

L(cj) = log

(∑
sl:cj=1

exp (λ(yl, sl))∑
sl:cj=0

exp (λ(yl, sl))

)
(2)

where λ(yl, sl) with perfect channel side information is given by

λ(yl, sl) = −a2l
Es

N0

‖sl‖2 +
2
√
Es

N0

Re {hl sl y∗l } (3)

and (.)∗ denotes the conjugate operator. The decoder accepts the LLRs
of all coded bits and employs an MAP algorithm [9] to compute
the LLRs of information bits, which are used for the decision. Note
that iterative detection and decoding can be applied to improve the
performance of the BICM [10]. The performance analysis of the BICM
is presented in the following section.

III. UNION BOUNDS

In this section, union bounds on the bit and packet error probabil-
ities of the BICM are derived. Throughout this paper, the subscripts
c,u,b, and p are used to denote the conditional, unconditional, bit,
and packet error probabilities, respectively. In the following, BICM
systems employing convolutional and turbo codes are considered.
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However, the results are general to any coding scheme with a known
distance spectrum. In general, the bit error probability of binary
convolutional and turbo codes is upper bounded [11] by

Pb ≤
N∑

d=dmin

K∑
j=1

j

K
wj,d Pu(d) (4)

whereas the packet error probability can be upper bounded by

Pp ≤
N∑

d=dmin

K∑
j=1

wj,d Pu(d) (5)

where dmin is the minimum distance of the code, Pu(d) is the
unconditional pairwise error probability defined as the probability of
decoding a received sequence as a weight-d codeword, given that the
all-zero codeword is transmitted. In (4) and (5), wj,d is the number of
codewords with an input weight j and an output weight d, which is
obtained from the weight enumerator of the code [11].

One thing to note here is that the channel is not symmetric. For
instance, if 16 QAM is used for modulation, it is not necessarily true
that any symbol pair with Hamming distance 2 will have the same
Euclidean distance as the symbol pair 0011 and 0000. Therefore,
strictly speaking, (4) and (5) may not be able to characterize the
system performance when codewords other than the all-zero codeword
are transmitted. This problem was solved in [6] using the random-
modulation concept, in which the channel is modeled by parallel
binary channels with random labeling maps. Furthermore, this equiv-
alent model was used in [6] to derive an EX bound of the bit error
probability. On the other hand, the channel-symmetry problem can be
solved when computing the squared Euclidean-distance distribution
between symbol pairs. Instead of computing the squared Euclidean-
distance distribution between a random choice of symbols and the all-
zero symbol, we compute it for a pair of random symbols. By applying
the squared Euclidean-distance distribution to (4) and (5), we are able
to characterize the system performance even when a nonzero codeword
is transmitted.

In the BICM, the unconditional pairwise error probability Pu(d) is a
function of the distribution of the d error bits over the J symbols in the
frame. This distribution is quantified by assuming the uniform inter-
leaving of coded bits over the symbols. We then denote the number of
symbols with v error bits by jv and define w = min(m,d). Then, the
symbols are distributed according to the pattern j = {jv}wv=0, where

J =

w∑
v=0

jv, d =

w∑
v=1

vjv. (6)

Pu(d) is obtained by averaging over all possible symbol patterns

Pu(d) =

Lw∑
jw=0

Lw−1∑
jw−1=0

· · ·
L1∑
j1=0

Pu(d|j)p(j) (7)

where Lw = max{0, �d/w�}, and

Lv = max

{
0,

⌊
d−∑w

r=v+1
rjr

v

⌋}
, 1 ≤ v < w (8)

andPu(d|j) is the pairwise error probability conditioned on the symbol
distribution pattern j. The probability of a symbol pattern p(j) is

computed using combinatorics as

p(j) =

(
m
1

)j1(m
2

)j2 · · · (m
w

)jw(
mJ
d

) · J !

j0!j1! · · · jw! · δ
(
J −

w∑
v=0

jv

)
.

(9)

The left term of p(j) in (9) is the probability of distributing d error bits
over J symbols with jv symbols having v error bits for all possible
values of v. The middle term of p(j) is the number of combinations
j = {jv}wv=0 among the J symbols. Using (7)–(9), the union bounds
of the BICM can be obtained by substituting (7) in (4) and (5).

For fading channels with coherent detection, the conditional pair-
wise error probability conditioned on the symbol pattern j and the
fading variables {aj}Jj=1 is given by

Pc(d|j, a1, . . . , aJ) = Ed21,...,d
2
J


Q



√√√√mRcγb

2
·

J∑
j=1

a2i d
2
j





(10)

where γb = Eb/N0 is the SNR per information bit, and d2j is the
squared Euclidean distance between the jth symbol of the error
codeword and that of the desired codeword. Note that the d error
bits are distributed over the J symbols according to the pattern j.
The expectation in (10) is taken with respect to the squared Euclid-
ean distances {d2j}Jj=1. The unconditional pairwise error probability
is found by averaging (10) over the fading variables {aj}Jj=1. It
is written using the integral expression of the Q function Q(x) =

1/π
∫ π/2

0
exp(−x2/2 sin2 θ) dθ [12] as

Pu(d|j) = 1

π

π
2∫

0

J∏
j=1

Eaj

[
Ed21,...,d

2
J

[
exp

(
−β(θ)a2jd2j

)]]
dθ (11)

where β(θ) = mRcγb/4 sin
2 θ and the product is due to the in-

dependence of the fading variables affecting different symbols. By
grouping symbols with the same number of error bits and using the
independence of {d2j}Jj=1, the probability in (11) can be written as

Pu(d|j) = 1

π

π
2∫

0

w∏
v=1

{
Ea

[
Ψd2v

(
jβ(θ)a2

)]}jv
dθ (12)

where a is a random variable identically distributed as aj’s and
Ψd2v

(ζ) = Ed2v
[ejζd

2
v ] is the characteristic function of the random

variable d2v , which is the squared Euclidean distance between a pair
of symbols with Hamming distance v. It is easy to get the distribu-
tion of d2v for a given m-ary signal constellation. Consider all

(
M
2

)
possible distinct symbol pairs, count the number of symbol pairs
{qv,i} with Hamming distance v and squared Euclidean distance ξv,i,
i = 1, 2, . . . , kv , assuming there exists kv possible distinct squared
Euclidean distances between symbol pairs of Hamming distance v.
The probability density function (pdf) of d2v is then given by

pd2v (x) =

kv∑
i=1

pv,iδ(x− ξv,i) (13)

where pv,ξv,i
= qv,i/

∑kv

i=1
qv,i. The corresponding characteristic

function is given by

Ψd2v
(ζ) =

kv∑
i=1

pv,ie
jζξv,i . (14)



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 55, NO. 2, MARCH 2006 725

Fig. 2. Bit error probability of the BICM using a rate 1/2 (133, 171) convolutional code over AWGN channels with interleaver sizes of N = 1024 for 16 QAM,
256 QAM, and N = 1026 for 8 PSK and 64 QAM.

Fig. 3. Bit error probability of the BICM using a rate 1/2 (133, 171) convolutional code over Rayleigh fading channels with interleaver sizes of N = 1024 for
16 QAM, 256 QAM, and N = 1026 for 8 PSK and 64 QAM. The EX bound of [6] is also shown.

Expressions for the pairwise error probability of the BICM over the
AWGN and various fading channels are derived in the following
section.

IV. PAIRWISE ERROR PROBABILITY

In this section, we derive the pairwise error probability correspond-
ing to a specific distribution pattern j of error bits over the J symbols
in a packet. Furthermore, we demonstrate the numerical results of the
BICM using convolutional and turbo codes and various modulation
schemes over the AWGN channel and fading channels with different
fading distributions.

A. AWGN

Combining (12) and (14), the pairwise error probability for the
AWGN channels is given by

Pu(d|j) = 1

π

π
2∫

0

w∏
v=1

(
kv∑
i=1

pv,ie
−ξv,iβ(θ)

)jv

dθ. (15)

Substituting (15) in (7) and then in (4) and (5) afterward results
in the union bounds of the BICM over the AWGN channel. For
instance, BICM systems employing the standard rate 1/2 (131, 171)
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Fig. 4. Bit error probability of the BICM using a rate 1/2 (1, 5/7) convolutional code and 64-QAM signaling over Rician fading channels with different κ values
and an interleaver size of N = 2052.

Fig. 5. Bit error probability of the BICM using a rate 1/2 (1, 5/7) convolutional code and 64-QAM signaling over Nakagami fading channels with different fading
parameters µ and an interleaver size of N = 2052.

convolutional code with Gray-labeled signal constellations are con-
sidered. The interleavers used are of size N = 1024 bits for
16 QAM, 256 QAM, and N = 1026 for 8 phase-shift keying (PSK)
and 64 QAM. The interleavers used are the S random interleavers
presented in [13]. In order to simulate the effect of uniform bit
interleaving, the bit interleaver is replaced for every 100 packets.
Moreover, the iterative detection and decoding with three iterations
is applied to improve the performance of the BICM. Fig. 2 shows the
results for AWGN channels. We observe that the bound curves are tight
to the simulation curves at medium-to-high SNR values.

In the experiments of the BICM with non-Gray labeling, it was
found out that the proposed union bound does not work well for the

non-Gray-labeled cases, which is the same restriction observed in the
study of Caire et al. [6]. One reason behind this is the use of (7),
in which symbol error patterns with more error bits per symbol are
weighted less according to (9). Hence, for non-Gray labeling in which
each symbol has a higher chance of having more error bits, the bound
does not work well since it underestimates the probability of symbol
errors with high bit error weights.

B. Rician Fading

If an LOS exists between the transmitter and the receiver, the ampli-
tude of the channel gain can be modeled as a Rician random variable
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Fig. 6. Packet error probability of the BICM using a rate 1/3 (1, 33/37) turbo code and 8-PSK signaling over Rician fading channels with different κ values and
an interleaver size of N = 3000.

Fig. 7. Packet error probability of the BICM using a rate 1/3 (1, 33/37) turbo code and 8-PSK signaling over Nakagami fading channels with different fading
parameters µ and an interleaver size of N = 3000.

[1]. In this model, the received signal is composed of two signal-
dependent components; namely the specular and diffuse components.
The specular component is due to the LOS reception and the diffuse
component results from the multipath reception. Let κ denote the ratio
of the specular component energy to the diffuse component energy of
the channel. In Rician fading, the normalized channel gain hl affecting
each symbol is modeled by a complex Gaussian variable with a
CN (

√
κ/(1 + κ), 1/(1 + κ)) distribution. The pdf of the normalized

Rician random variable [14] is given by

fa(a) = 2a(1 + κ) exp
[
−κ− a2(1 + κ)

]
· I0

(
2a
√
κ(1 + κ)

)
, a ≥ 0 (16)

where I0(·) is the zero-order modified Bessel function of the first kind.
While the channel approaches the AWGN case as κ increases toward
infinity, setting κ = 0 results in the Rayleigh fading.

The pairwise error probability for the BICM over the Rician fading
channel with perfect side information is obtained by averaging (12)
over the channel statistics in (16) as

Pu(d|j) = 1

π

π
2∫

0

w∏
v=1

[
kv∑
i=1

pv,i · (1 + κ)
1 + κ+ ξv,iβ(θ)

· exp
(
− κξv,iβ(θ)

1 + κ+ ξv,iβ(θ)

)]jv

dθ. (17)
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For Rayleigh fading channels, the pairwise error probability can be
obtained by setting κ = 0 in (17)

Pu(d|j) = 1

π

π
2∫

0

w∏
v=1

[
kv∑
i=1

pv,i
1 + ξv,iβ(θ)

]jv

dθ. (18)

Substituting (17) and (18) in (7) and then in (4) and (5) afterward
results in the union bounds of the BICM over the Rician and Rayleigh
fading channels. In Fig. 3, our union bound is compared to the EX
bound of [6] on the standard rate 1/2 (133, 171) convolutional coded
BICM systems over Rayleigh fading channels. We observe that the
new bound is tighter than the EX bound in all cases. Note that the EX
bound becomes looser as the size of the signal constellation increases
due to the use of the log–sum approximation in the derivation of
the EX bound. On the other hand, such a trend is not observed in
our union bound. The analytical and simulation results for Rician
fading channels with different κ values are shown in Fig. 4 for Gray-
labeled 64-QAM signaling. The BICM considered here is a rate 1/2
(1, 5/7) recursive systematic convolutional (RSC) coded BICM with
an interleaver size of N = 2052 bits. From the figure, it is observed
that the bound curves are tight to the simulation results for a wide
range of the specular-to-diffuse energy ratio κ.

C. Nakagami Fading

The Nakagami distribution was shown to fit a large variety of
channel measurements [3]. The pdf of a Nakagami distributed random
variable [2] is given by

fa(a) =
2µµ

Γ(µ)Aµ
a2µ−1 exp

(
−µa

2

A

)
, a ≥ 0, µ ≥ 0.5 (19)

where A = E[a2] = 1, µ = A2/Var[a] is the fading parameter, and
Γ(·) is the Gamma function. As the fading parameter µ increases,
the fading becomes less severe and reaches the nonfading case when
µ→ ∞. The Nakagami distribution covers a wide range of fading
scenarios including the Rayleigh fading when µ = 1 and the single-
sided Gaussian distribution when µ = 0.5.

The pairwise error probability for the BICM over the Nakagami
fading channels with perfect channel side information is obtained by
averaging (12) over the fading distribution in (19) as

Pu(d|j) = 1

π

π
2∫

0

w∏
v=1

[
kv∑
i=1

pv,i ·
(

1

1 +
ξv,iβ(θ)

µ

)µ]jv

dθ. (20)

Substituting (20) in (7) and then (4) and (5) afterward results in the
union bounds for BICM systems over the Nakagami fading channels.
Fig. 5 shows the analytical and simulation results for the rate 1/2
(1, 5/7) RSC-coded BICM with Gray-labeled 64-QAM signaling over
Nakagami fading channels with different fading parameters µ. We
observe that the union bound provides a satisfactory performance
evaluation of the BICM for a wide range of the Nakagami fading
parameter µ.

D. Turbo Coded BICM

In [8], an efficient weight-spectrum estimation algorithm was
proposed to estimate the weight spectrum for the dominant code

weights of a turbo code. Using the weight-spectrum estimation
algorithm, we are able to estimate wd =

∑
j
wj,d of the dominant

turbo code weights. Substitute the result in (5) and we can compute
an approximation to the packet error probability of turbo coded
BICM systems. In Figs. 6 and 7, we show the packet error probability
approximation of a rate 1/3 (1, 33/37) turbo coded BICM system with
a block length of 3000 over different Rician and Nakagami fading
channels. Due to the extremely long simulation time, a fixed S-random
interleaver is used through the whole simulation with S = 18. Note
that some simulation points are above the bound curves because the
bound was computed from the weight-spectrum estimation of the
ten smallest turbo code weights only. Nevertheless, the analysis and
simulation results are tight for all channel distributions.

V. CONCLUSION

In this paper, we derived union bounds on the bit and packet error
probabilities of the BICM method over the AWGN, Rayleigh, Rician,
and Nakagami fading channels. The derivation is based on the uniform
interleaving of coded bits prior to mapping them onto the signal
constellation. The bounds are functions of the distance spectrum of
the channel code and the signal constellation used in the BICM system.
Results show that the proposed bounds are tight to simulation curves in
medium-to-high SNR regions for various coding schemes and signal
constellations. By combining the analysis with the weight-spectrum-
estimation algorithm for turbo codes, we were able to accurately
analyze the performance of turbo coded BICM systems over various
fading channels.
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