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Abstract We investigate the effect of co-channel interfer-
ence on the performance of multiuser switched diversity
(MUSwiD) systems. In such systems, the first checked user
whose channel quality is greater than a predetermined switch-
ing threshold is assigned the system resources and allowed
to conduct its uplink transmission. In this paper, we derive
closed-form expressions for the end-to-end outage proba-
bility and symbol error probability (SEP) for the indepen-
dent non-identically distributed and independent identically
distributed cases of desired users channels. In the analysis,
all system links are assumed to follow Rayleigh distribution
with the interference is being considered at the base station.
Approximate expressions for the outage probability and SEP
are derived in the high signal-to-noise (SNR) regime which
allow for an easy evaluation of the system performance.
Monte Carlo simulations are provided to validate the derived
analytical and asymptotic expressions. Results show that the
system can still achieve performance gain when more desired
users are available and the interference power is fixed. This
happens at the values of switching threshold that are compa-
rable to average SNR. Asymptotic results illustrate that the
system has a diversity order of 1 and a coding gain that is
affected by several parameters such as the switching thresh-
old, number of interferers, and the outage threshold. Finally,
findings show that the MUSwiD user selection scheme is
efficient for systems which operate at the range of low SNR
values and this makes it an attractive candidate to be imple-
mented in the emerging mobile broadband communication
systems.
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1 Introduction

Multiuser diversity (MUD) is an efficient way in which the
system users are allowed to access a shared air-link resources
of wireless systems in a dynamic way [1]. Several MUD
schedulers that arrange the way the users can access the sys-
tem resources were presented in the literature, among which
is the opportunistic scheduler. In this scheme, the user with
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the best instantaneous channel quality is always assigned the
system resources [2]. The design of such scheme is widely
studied in the literature, e.g., [3].

In [4], the authors extended the study of [2] to the case of
downlink where the opportunistic scheduling was employed.
In order to avoid monopolizing the resources by the users hav-
ing the strongest channel most of the time, a proportional fair
scheduling that is based on the relative channel strength was
proposed in [5] to exploit multiuser diversity while maintain-
ing fairness among users. A new scheduling scheme was pre-
sented in [6] where a trade-off between the multiuser diver-
sity gain and the mobility of users is considered in selecting
between users. The channel capacity and average fairness of
MUD systems with opportunistic scheduling were derived in
[7].

The performance of MUD systems with multiple antennas
and opportunistic scheduling where the best user is selected
to conduct its downlink transmission was studied in [8,9].
Recently, the opportunistic scheduling along with various
adaptive modulation schemes was studied [10]. In that study,
the transmission rate or power or both are adapted accord-
ing to the SNR of the best user. Wang et al. employed in
[11] the opportunistic scheduling in which a multi-antenna
user selects the best receiver among several receivers to con-
duct its transmission. In [12,13], some MUD techniques were
recently employed to select among users in cognitive radio
networks where the spectrum is shared between primary and
secondary users. A paper that studies the fairness, power allo-
cation, and channel-state-information (CSI) quantization in
block fading multiuser systems was presented by Makki et
al. [14]. The system throughput was derived for a given set
of schedulers with different power allocation strategies and
various fading distributions.

As a way for reducing the amount of feedback sig-
nals from the users to their base stations (BSs), some low-
complexity scheduling schemes were presented in [15–17].
These schemes are based on the switched diversity com-
bining techniques and known as multiuser switched diver-
sity (MUSwiD) schemes. They proved themselves as effi-
cient techniques in reducing the system complexity com-
pared to the opportunistic scheduling. In such schemes, the
users are probed by their BS in a sequential way where the
first checked user whose channel quality exceeds a certain
switching threshold is assigned the system resources [15].
In [16], Nam et al. studied the performance of MUSwiD
schemes where instead of comparing the users channels with
one feedback threshold, a set of feedback thresholds was pre-
sented with which the users channels are compared. The BS
probes the users one after another via a comparison with a set
of feedback thresholds, and only a single user has an opportu-
nity to send a feedback at one time and hence being scheduled
by the BS to start its data transmission. A study on the perfor-
mance of such schemes and their effectiveness in reducing

the amount of required CSI feedback load between the users
and the central unit was recently proposed in [17]. In [18], the
authors proposed an approach to maximize the sum capacity
in multiuser switched diversity systems. The per user thresh-
old rate was optimized with some prior estimation of CSI to
maximize the system sum capacity. The switched diversity
selection scheme was used to select among secondary users
in spectrum-sharing networks in [19]. A system similar to
that in [19] was also studied in [20] but with adaptive mod-
ulation. Most of the existing papers on multiuser switching
schemes assumed noise-limited environments and ignored
co-channel interference (CCI). As known, the interference is
a crucial problem in wireless systems and inherently existed.
This motivates us to contribute in this area of research by
addressing the effect of CCI on the performance of MUSwiD
systems.

In this paper, we study the effect of interference on the
behavior of MUSwiD systems. In such systems, the first
checked user whose channel quality satisfies a predetermined
switching threshold is assigned the system resources by the
BS. The paper presents exact closed-form expressions for
the outage and symbol error probabilities where the effect of
interference and other system parameters such as the switch-
ing threshold and number of desired users on the system
behavior is provided. Another contribution of the paper is the
derivation of approximate expressions for the outage prob-
ability, symbol error probability, diversity order, and coding
gain at high SNR regime. In this paper, both the independent
non-identically distributed (i.n.i.d.) and independent identi-
cally distributed (i.i.d.) cases of desired users channels are
considered. Also, the scheme of MUSwiD with post-examine
selection (MUSwiDps) is presented in this paper. In such
scheme, in the case where all users are probed by the BS
and found of unacceptable quality, the BS assigns the system
resources to the best user among all checked users. Finally,
a simple method to calculate approximate but accurate val-
ues for the optimum switching threshold is presented in this
paper.

2 System and Channel Models

The considered system consists of L desired users and a BS
where each node is assumed to be equipped with a single
antenna. We assume that the signal at the BS is corrupted by
interfering signals from Id co-channel interferers {x I

i }Id
i=1.

Therefore, the signal at the BS from the j th desired user can
be written as

y j = h j x0 +
Id∑

i=1

hI
i x I

i + nd, (1)

where h j is the channel coefficient between the j th desired
user and the BS, x0 is the transmitted symbol with E{|x0|2} =
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P0, hI
i is the channel coefficient between the i th interferer

and the BS, x I
i is the transmitted symbol from the i th inter-

ferer with E{|x I
i |2} = P I

i , nd ∼ CN (0, N0) is an additive
white Gaussian noise (AWGN), and E{·} denotes the expec-
tation operation. All the channel gains are assumed to follow
Rayleigh distribution. That is, the channel powers denoted
by {|h j |2}L

j=1 and {|hI
i |2}Id

i=1 are exponentially distributed

random variables (RVs) with average values σ 2
j and σ 2

I,i ,
respectively. Using (1), the e2e signal-to-interference plus
noise ratio (SINR) at the BS output can be written as

γd �
P0
N0

|hsel|2
∑Id

i=1
P I

i
N0

∣∣hI
i

∣∣2 + 1
, (2)

where hsel is the channel coefficient between the selected
desired user and the BS or the destination. Let γ̄ j = P0

N0
σ 2

j ,

γ̄ I
i = P I

i
N0

σ 2
I,i , λ j = 1/γ̄ j , and λI

i = 1/γ̄ I
i denote the average

values and parameters of the j th desired user and the i th
interferer, respectively.

The MUSwiD scheme works as follows: The SNR of a
desired user is compared with a predetermined switching
threshold. If it is larger, this user is selected by the BS to con-
duct its transmission. Otherwise, the examining process con-
tinues until a suitable user is found or the last user is reached.
In this case, the selection scheme sticks to the last user regard-
less of its channel quality. In the MUSwiDps scheme, if no
desired user is found satisfying the switching threshold and
the last user is reached, the scheme goes back to select the best
user among all checked users. Again, the main advantage of
these schemes is to reduce the required amount of feedback
signals from the desired users and the BS each transmission
time. In the linear diversity combining techniques such as the
opportunistic scheduling, the CSI of all users is required dur-
ing each transmission time to be able to select among these
users. Whereas, in the MUSwiD and MUSwiDps selection
schemes, once a user whose SNR satisfies the predetermined
switching threshold is found, no need for more feedback sig-
nals to be sent from the users to the BS and this reduces
the system complexity. To guarantee fairness among users, a
centralized feedback collection method can be used to orga-
nize the users to be orthogonal when they send feedbacks,
such as time division multiplexing (TDM) where users are
separated over time [21]. This access method re-arranges the
user sequence every scheduling opportunity, so that every
user can have the same chance of taking the first place in
user sequence over an extended period of time.

3 Exact Performance Analysis

In this section, we derive exact closed-form expressions for
the outage probability and symbol error probability of the

studied system. In Sect. 3.1, we consider the general case of
i.n.i.d. desired users channels in MUSwiD scheme, where the
special case of i.i.d. is considered briefly in Sect. 3.2. Also,
the MUSwiDps scheme is considered in Sect. 3.3. Section 3.4
provides a simple method to calculate the value of the opti-
mum switching threshold.

3.1 MUSwiD with i.n.i.d. Desired Users Channels

In this section, we consider the general case in which the
cumulative distribution functions (CDFs) of desired users
channels are non-identical. The outage probability is defined
as the probability that the e2e SINR goes below a certain
threshold γout and it is given by

Pout � Pr
[
log2 (1 + γd) < R

]

= Pr
[
γd < γout

]
. (3)

Theorem 1 The outage probability for MUSwiD systems
with interference is given for the case of non-identical desired
users channels (λ j , j = 1, . . . , L) and non-identical inter-
ferers (λI

i , i = 1, . . . , Id ) as

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣
L−1∑

i=0

πi

L−1∏

k=0k �=i

(1 − exp (−λkγT))
exp

(
−λI

g

)

λI
g

× (1 − exp (−λiγT)) +
L−1∑

j=0

L−1∑

l=0

π(( j−l))L

×
l−1∏

m=0

(
1 − exp

(−λ(( j−l+m))L γT
))

×
⎛

⎝exp
(−λ jγT

) exp
(
−λI

g

)

λI
g

−
exp

(
−
(
λ jγout+λI

g

))

λ jγout+λI
g

⎞

⎠

⎤

⎦.

(4)

Proof In evaluating the outage probability, the e2e SINR
given in (2) can be first written as a ratio of two RVs γd =
Y1/Z1. The CDF of γd is given by

Pr
[
γd < γout

] =
∫ ∞

1
fZ (z)

∫ γoutz

0
fY (y)dydz. (5)

First, we evaluate the probability density function (PDF) of

Z1 = ∑Id
i=1

P I
i

N0

∣∣hI
i

∣∣2 + 1 = X1 + 1. The PDF of X1 is given

by fX1(x) = ∏Id
i=1 λI

i

∑Id
g=1

exp
(
−λI

g x
)

∏Id
m=1
m �=g

(
λI

m−λI
g

) .
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Using the transformation of RVs, we get

fZ1(z)= fX1(z + 1)=
Id∏

i=1

λI
i

Id∑

g=1

exp
(
λI

g

) exp
(
−λI

gz
)

∏Id
m=1
m �=g

(
λI

m −λI
g

) .

(6)

The PDF of Y1 = P0
N0

|hsel|2 can be written as in [22]

fY1(y) =

⎧
⎪⎪⎨

⎪⎪⎩

∑L−1
i=0 πi fγi (y)

∏L−1
k=0
k �=i

Fγk (γT), y < γT;
∑L−1

j=0
∑L−1

l=0 π(( j−l))L

×∏l−1
m=0 Fγ(( j−l+m))L

(γT) fγ j (y), y ≥ γT,

(7)

where L is the number of desired users, γT is a predetermined
switching threshold, πi , i = 0, . . . , L − 1 are the stationary
distribution of a L-state Markov chain, and it is the probabil-
ity that the i th user is chosen as given in [22], and (( j − l))L

denotes j − l modulo L . For the detailed derivation of (7),
one can refer to [22].

For Rayleigh fading, the PDF fγi (y) and the CDF Fγ j (y)

are, respectively, given by λi exp (−λi y) and 1−exp
(−λ j y

)
.

Upon substituting (7) and (6) in (5), we get

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q −λI
g

)
∫ ∞

1
exp

(
−λI

gz
)

×
⎡

⎣
L−1∑

i=0

πi

L−1∏

k=0
k �=i

(1−exp (−λkγT)) λi

∫ γT

0
exp (−λi y) dy

+
L−1∑

j=0

L−1∑

l=0

π(( j−l))L

l−1∏

m=0

(
1−exp

(−λ(( j−l+m))L γT
))

λ j

×
∫ uz

γT

exp
(−λ j y

)
dy

⎤

⎦dz. (8)

Upon solving the integrals in (8), we get

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)
∫ ∞

1
exp

(
−λI

gz
)

×
⎡

⎣
L−1∑

i=0

πi

L−1∏

k=0
k �=i

(1 − exp (−λkγT)) (1 − exp (−λiγT))

+
L−1∑

j=0

L−1∑

l=0

π(( j−l))L

l−1∏

m=0

(
1−exp

(−λ(( j−l+m))L γT
))

× (
exp

(−λ jγT
) − exp

(−λ j uz
))

⎤

⎦dz. (9)

Arranging (9), we get

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣
L−1∑

i=0

πi

L−1∏

k=0
k �=i

(1−exp (−λkγT)) (1−exp (−λiγT))

×
∫ ∞

1
exp

(
−λI

gz
)

dz

+
L−1∑

j=0

L−1∑

l=0

π(( j−l))L

l−1∏

m=0

(
1 − exp

(−λ(( j−l+m))L γT
))

×
(

exp
(−λ jγT

) ∫ ∞

1
exp

(
−λI

gz
)

dz

−
∫ ∞

1
exp

(
−

(
λ j u + λI

g

)
z
)

dz

)⎤

⎦. (10)

Upon solving the integrals in (10), we get (4). ��

The symbol error probability can be written as

Ps = ∫ ∞
0 aQ

(√
2bγ

)
fγD (γ )dγ

= a
√

b
2
√

π

∫ ∞
0

e−bγ

γ 1/2 FγD (γ )dγ, (11)

where Q(·) is the Gaussian Q-function and a, b are modula-
tion specific constants which are given for the BPSK modu-
lation scheme as a = 0.5 and b = 1.

Upon substituting γout = γ in (4) and then substituting it
in (11), we get

Ps = a
√

b

2

Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣
L−1∑

i=0

πi

L−1∏

k=0
k �=i

(1 − exp (−λkγT))
exp

(
−λI

g

)

λI
g

× (1 − exp (−λiγT))

∫ ∞

0

e−bγ

γ 1/2 dγ

︸ ︷︷ ︸
I1

+
L−1∑

j=0

L−1∑

l=0

π(( j−l))L

l−1∏

m=0

× (
1 − exp

(−λ(( j−l+m))L γT
)) (

exp
(−λ j γT

) exp
(
−λI

g

)

λI
g

−
exp

(
−λI

g

)

λ j

∫ ∞

0
γ −1/2 exp

(− (
λ j + b

)
γ
)

γ + λI
g

λ j

dγ

︸ ︷︷ ︸
I2

)⎤

⎦.

(12)
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The integrals I1 and I2 in (12) can be solved with the help of
[23, Eq. (3.381.4)] and [23, Eq. (3.383.10)], respectively. Up
to now, the symbol error probability for the studied system
with non-identical desired users channels (λ j , j = 1, . . . , L)
and non-identical interferers (λI

i , i = 1, . . . , Id ) can be
obtained in a closed-form expression as

Ps = a
√

b

2

Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣
L−1∑

i=0

πi

L−1∏

k=0
k �=i

(1 − exp (−λkγT))
exp

(
−λI

g

)

λI
g

√
b

× (1 − exp (−λiγT)) +
L−1∑

j=0

L−1∑

l=0

π(( j−l))L

×
l−1∏

m=0

(
1 − exp

(−λ(( j−l+m))L γT
))

×
(

exp
(−λ jγT

) exp
(
−λI

g

)

λI
g

√
b

−
(
λI

gλ j

)− 1
2

× exp

(
bλI

g

λ j

)
× �

(
1

2
,

(
1 + b

λ j

)
λI

g

))⎤

⎦. (13)

3.2 MUSwiD with i.i.d. Desired Users Channels

The outage probability for MUSwiD systems with inter-
ference and identical desired users channels can be simply
obtained by letting (λ j = λp, j = 1, . . . , L) in (4) as follows

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣(
1−exp

(−λpγT
))L

exp
(
−λI

g

)

λI
g

+
L−1∑

j=0

(
1−exp

(−λpγT
)) j

×
⎛

⎝exp
(−λpγT

) exp
(
−λI

g

)

λI
g

−
exp

(
−

(
λpγout+λI

g

))

λpγout+λI
g

⎞

⎠

⎤

⎦.

(14)

Upon substituting γout = γ in (14) and then substituting
it in (11), and with the help of [23, Eq. (3.381.4)] and [23, Eq.
(3.383.10)], the symbol error probability for the studied sys-
tem with identical desired users channels (λ j = λp, j = 1,

. . . , L) and non-identical interferers (λI
i , i = 1, . . . , Id ) can

be obtained in a closed-form expression as

Ps = a
√

b

2

Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣(
1 − exp

(−λpγT
))L

exp
(
−λI

g

)

λI
g

√
b

+
L−1∑

j=0

(
1 − exp

(−λpγT
)) j

×
⎛

⎝exp
(−λpγT

) exp
(
−λI

g

)

λI
g

√
b

−
(
λI

gλp

)− 1
2

× exp

(
bλI

g

λb

)
�

(
1

2
,

(
1 + b

λp

)
λI

g

))⎤

⎦. (15)

3.3 MUSwiD with Post-Examine Selection

In this section, we evaluate the outage probability and symbol
error probability when MUSwiDps is employed by selecting
the user with largest SNR for the case of identical desired
users channels.

Theorem 2 The outage probability for MUSwiDps systems
with interference is given for the case of identical desired
users channels (λ j = λp, j = 1, . . . , L) and non-identical
interferers (λI

i , i = 1, . . . , Id ) as

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣L
L−1∑

j=0

(L−1
j

)
(−1) j

( j + 1)

exp
(
−λI

g

)
(λI

g)
−1

(
1 − exp

(−( j + 1)λpγT
))−1

+
L−1∑

i=0

(
1 − exp

(−λpγT
))i

×
⎛

⎝exp
(−λpγT

) exp
(
−λI

g

)

λI
g

−
exp

(
−

(
λpγout+λI

g

))

λpγout+λI
g

⎞

⎠

⎤

⎦.

(16)

Proof In deriving the outage probability, the e2e SINR is
first written as Y3/Z1, where Z1 is as defined in Theorem 1
and Y3 is now having a PDF given by [22]

fY3(y) =
{∑L−1

j=0

[
Fγ (γT)

] j
fγ (y), y ≥ γT;

L
[

fγ (y)
]L−1

, y < γT.
(17)
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Upon substituting (17) in (5), we get

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)
∫ ∞

1
exp

(
−λI

gz
)

×
⎡

⎣Lλp

L−1∑

j=0

(
L − 1

j

)
(−1) j

∫ γT

0
exp

(− ( j + 1) λp y
)

dy

+
L−1∑

i=0

(
1−exp

(−λpγT
))i

λp

∫ uz

γT

exp
(−λp y

)
dy

⎤

⎦dz. (18)

Solving the integrations, we get

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)
∫ ∞

1
exp

(
−λI

gz
)

×
⎡

⎣L
L−1∑

j=0

(L−1
j

)
(−1) j

( j + 1)

(
1 − exp

(− ( j + 1) λpγT
))

+
L−1∑

i=0

(
1−exp

(−λpγT
))i (exp

(−λpγT
)−exp

(−λpuz
))

⎤

⎦dz.

(19)

Arranging (19), we get

Pout =
Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣L
L−1∑

j=0

(L−1
j

)
(−1) j

( j +1)

(
1−exp

(− ( j +1) λpγT
))

×
∫ ∞

1
exp

(
−λI

gz
)

dz
L−1∑

i=0

(
1 − exp

(−λpγT
))i

×
(

exp
(−λpγT

) ∫ ∞

1
exp

(
−λI

gz
)

dz

−
∫ ∞

1
exp

(
−

(
λpu + λI

g

)
z
)

dz

)⎤

⎦. (20)

Upon solving the integrals in (20), we get (16). ��

Upon substituting γout = γ in (16) and then substituting
it in (11), and with the help of [23, Eq. (3.381.4)] and [23,
Eq. (3.383.10)], the symbol error probability for the stud-
ied system with identical desired users channels (λ j = λp,

j = 1, . . . , L) and non-identical interferers (λI
i , i =

1, . . . , Id ) can be obtained in a closed-form expression as

Ps =a
√

b

2

Id∏

n=1

λI
n

Id∑

g=1

exp
(
λI

g

)

∏Id
q=1
q �=g

(
λI

q − λI
g

)

×
⎡

⎣ L√
b

L−1∑

j=0

(L−1
j

)
(−1) j

( j + 1)

exp
(
−λI

g

)
(λI

g)
−1

(
1−exp

(−( j + 1)λpγT
))−1

+
L−1∑

i=0

(
1−exp

(−λpγT
))i

⎛

⎝exp
(−λpγT

) exp
(
−λI

g

)

λI
g

√
b

− exp

(
bλI

g

λp

)
�

(
1

2
,

(
1 + b

λp

)
λI

g

))⎤

⎦. (21)

3.4 Simple Method to Calculate Optimum Switching
Threshold

Finding the optimum switching threshold in a numerical
way is hard to be implemented practically as it increases
the complexity of the system and reduces the battery life
of mobile stations. Alternatively, we present here a simple
method to calculate approximate values for the optimum
switching threshold. As the selection process among users
is conducted in MUSwiD and MUSwiDps schemes based
on the average values of the desired users channels, approx-
imate values for the optimum switching threshold can be
calculated by maximizing the average value of SNR at the
selection scheme combiner output. In this way, the optimum
switching threshold is calculated to maximize the numera-
tor of SINR in (2), and hence, maximizing the e2e SINR.
This makes sense as having information about the interferers
channels is usually hard to be achieved in wireless systems.
The average SNR at the output of the MUSwiD user selec-
tion scheme with assuming identical desired users channels
(γ̄ j = γ̄ , j = 1, . . . , L) is given by

γ̄MUSwiD =
∫ ∞

0
x fY2(x)dx

=
L−2∑

j=0

[
Fγ (γT)

] j
∫ ∞

γT

x fγ (x)dx

+ [
Fγ (γT)

]L−1
∫ ∞

0
x fγ (x)dx . (22)

Using Leibnitz’s rule, the derivative of (22) with respect to
γT is set to zero dγ̄MUSwiD

dγT
= 0, which can be written under

the assumption of Rayleigh fading channels as
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L−2∑

j=0

[
1 − exp

(
−2γT

γ̄

)] j−1

×
{

j exp

(
−2γT

γ̄

)
− 2γT

γ̄
+ 2( j + 1)

γT

γ̄
exp

(
−2γT

γ̄

)}

+ (L − 1)

[
1 − exp

(
−2γT

γ̄

)]L−2

= 0, (23)

where finding γT as a function of γ̄ and L is now our goal.
Unfortunately, the solution of (23) cannot be obtained as a
closed form, but it has only a single root and a simple numer-
ical search is possible to find the root. With representing γT
as αγ̄ , the goal now can be rephrased as finding α as a func-
tion of γ̄ and L . Substituting γT = αγ̄ into (22), the average
output SNR based on the switching threshold maximizing
the output SNR can be given in a simple closed form as

γ̄MUSwiD = γ̄
{
α + 1 − α (1 − exp(−α))L−1

}
. (24)

Now, dealing with the result in (24) is very simple. For any
values of γ̄ and L , the value of α, and hence, γT that max-
imizes γ̄MUSwiD can be easily obtained. The same approach
can be followed in the case of MUSwiDps selection scheme.
For more details on this method of finding approximate val-
ues for optimum switching threshold, one can refer to [24].

4 Asymptotic Performance Analysis

Due to complexity of the derived expressions, it is hard to get
more insights on the system performance. To simplify these
expressions and to get more insights on the system perfor-
mance, we study the system behavior at high SNR regime. In
the following analysis, we assume the diversity branches as
well as the interferers channels to be identical. Furthermore,
the number of interferers Id and the interferers power γ̄ I are
assumed to be constant, i.e., we assume high SNR not SINR
since the interference power is fixed.

4.1 Outage Probability

At high SNR values, the outage probability can be expressed
as Pout ≈ (GcSNR)−Gd , where Gc denotes the coding gain
of the system and Gd is the diversity order of the system.
Obviously, Gc represents the horizontal shift in the out-
age probability performance relative to the benchmark curve
(SNR)−Gd and Gd refers to the increase in the slope of the
outage probability versus SNR curve [25, Ch. 14]. Therefore,
having an approximate expression for the outage probabil-
ity at high SNR values allows to derive the system diversity
order and coding gain and allows for an easy evaluation of the
system performance. The parameters on which the diversity

order depends will affect the slope of the outage probability
curves, and the parameters on which the coding gain depends
will affect the position of the curves. At high SNR values,
the exponential CDF and PDF can be, respectively, approxi-
mated by Fγ (γ ) ≈ λpγ and fγ (γ ) ≈ λp.

In deriving the outage probability for the MUSwiD
scheme, the e2e SINR is first written as Y2/Z2, where Y2

is now having a PDF given by [22]

fY2(y) =
{[

Fγ (γT)
]L−1

fγ (y), y < γT;∑L−1
j=0 fγ (y)

[
Fγ (γT)

] j
, y ≥ γT.

(25)

and Z2 is now consisting of i.i.d. exponential RVs, i.e., Z2 =∑Id
i=1

P I

N0
|hI

i |2 + 1 = X2 + 1 with a PDF of X2 given by

fX2(x) = (λI )Id

(Id − 1)! x Id−1 exp
(
−λI x

)
. (26)

Using the transformation of RVs and then the Binomial rule,
the PDF of Z2 can be obtained as

fZ2(z) = − (λI )Id

(Id − 1)! exp
(
λI

)
(−1)Id

×
Id−1∑

g=0

(
Id − 1

g

)
(−1)gzg exp

(
−λI z

)
. (27)

Upon substituting the approximated statistics of the exponen-
tial PDF and CDF in (25) and then substituting the resulting
PDFs of Y2 and Z2 in (5), and after some algebraic manipu-
lations, the outage probability can be obtained at high SNR
as

Pout ≈ − (λI )Id

(Id −1)! exp
(
λI

)
(−1)Id

Id−1∑

g=0

(
Id −1

g

)
(−1)gλp

×
[
(λp)

L−1(γT)L �
(
g + 1, λI

)

(λI )g+1 +
L−1∑

j=0

(λpγT) j

×
(

�
(
g + 2, λI

)

(λI )g+2 γout − �
(
g + 1, λI

)

(λI )g+1 γT

)]
.

(28)

From (28), we can notice that the second term in the large
bracket is dominating the total result and it is still dominant
for the first term of summation j = 0, and hence, (28) sim-
plifies to

Pout ≈ − (λI )Id

(Id −1)! exp
(
λI

)
(−1)Id

Id−1∑

g=0

(
Id −1

g

)
(−1)gλp

×
(

�
(
g+2, λI

)

(λI )g+2 γout − �
(
g+1, λI

)

(λI )g+1 γT

)
. (29)
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With noticing that SNR = 1/λp, the outage probability
in (29) can be written in a more compact form as

Pout ≈
⎛

⎝

⎧
⎨

⎩�1

Id−1∑

g=0

(
Id − 1

g

)
(−1)g

×
(

�
(
g+2, λI

)

(λI )g+2 γout− �
(
g + 1, λI

)

(λI )g+1 γT

)⎫
⎬

⎭

−1

SNR

⎞

⎠
−1

.

(30)

where �1 = − (λI )Id

(Id−1)! exp
(
λI

)
(−1)Id .

Following the same procedure with the MUSwiDps
scheme, the same result in (30) has been achieved. As can
be seen from (30), the coding gain of the MUSwiD and
MUSwiDps schemes is affected by several parameters as λI ,
Id , γT, and γout Also, it is clear that the diversity order of the
two schemes is fixed and equals 1.

4.2 Symbol Error Probability

Upon substituting γout = γ in (29) and then substituting it
in (11), and with the help of [23, Eq. (3.351.3)], the symbol
error probability for MUSwiD systems can be obtained at
high SNR as

Ps ≈ − a
√

b

2
√

π

(λI )Id

(Id − 1)! exp
(
λI

)
(−1)Id

Id−1∑

g=0

(
Id − 1

g

)
(−1)gλp

×
(�

(
3
2

)
�
(

g + 2, λI
)

b
3
2 (λI )g+2

−
�
(

1
2

)
�
(

g + 1, λI
)

b
1
2 (λI )g+1

γT

)
. (31)

With noticing that SNR = 1/λp, the symbol error probability
in (31) can be written in a more compact form as

Ps ≈
⎛

⎝

⎧
⎨

⎩�2

Id −1∑

g=0

(
Id − 1

g

)
(−1)g

×
(

�
( 3

2

)
�
(
g+2, λI

)

b
3
2 (λI )g+2

− �
( 1

2

)
�
(
g+1, λI

)

b
1
2 (λI )g+1

γT

)⎫
⎬

⎭

−1

SNR

⎞

⎠
−1

.

(32)

where �2 = − a
√

b
2
√

π
�1.

Following the same procedure with the MUSwiDps
scheme, the same result in (32) has been achieved. Again,
it is obvious from (32) that the coding gain of the MUSwiD
and MUSwiDps schemes is affected by several parameters
as λI , Id , γT, and γout and that the diversity order of the
two schemes is fixed and equals 1. Referring to the way
the MUSwiD and MUSwiDps selection schemes work, the
gain achieved in system performance due to increasing L

and having more desired users happens at the values of SNR
that are comparable to γT. As in the case where the values
of SNR that are comparable to γT, the switching rate will
increase and the probability of having users with better chan-
nels increases also. In other words, when the SNRs of users
are much smaller than the switching threshold, all the users
are unacceptable most of the time and hence having more
users will add no gain to the system performance. Also, when
the SNRs of users are much larger than the switching thresh-
old, all the users are acceptable most of the time, and hence,
the first checked user will be assigned the channel, and thus,
having more users will have no effect on the system perfor-
mance. At the same time, as the asymptotic analysis is done
at high SNR values which means the SNRs of users are much
greater than γT, it is expected to have most of the users being
acceptable the whole time, and thus, the first selected user is
being selected in the two selection schemes. It is worthwhile
to mention here that the MUSwiDps scheme outperforms the
conventional MUSwiD scheme only in the case where more
users are available with γT is much larger than the average
SNR. This is because, when γT is much larger than the aver-
age SNR, all the available users will be examined and the
MUSwiD scheme selects the last checked user; whereas the
MUSwiDps scheme selects the best user among the exam-
ined ones. Finally, having the diversity order of the MUSwiD
and MUSwiDps schemes being 1 makes the implementation
of these schemes inefficient at the systems which operate at
the range of high SNR values. Therefore, in order not to loose
much in the diversity order of the system and at the same time
to get benefit from the simplicity of these two schemes when
they are implemented, these schemes are seen to be efficient
for systems that work at the range of low SNR values. This
makes them attractive options for practical implementation
in emerging mobile broadband communication systems.

5 Numerical Results

In this section, we illustrate the validity of the derived ana-
lytical results via a comparison with Monte Carlo simula-
tions. Also, we give some numerical examples to show the
effect of interference and other parameters such as number
of desired users on the system performance. Furthermore, a
figure is assigned to illustrate the effectiveness of the studied
MUSwiD and MUSwiDps user selection schemes in reduc-
ing the system complexity compared to the opportunistic
scheduling.

It is clear from Fig. 1 that the achieved analytical and
asymptotic results perfectly fit with Monte Carlo simulations.
Also, it can be seen that the MUSwiD scheme has nearly the
same performance as the opportunistic or best user selec-
tion scheme for very low SNR region; whereas, as we go
further in increasing SNR, the best user selection is clearly
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Fig. 1 Outage probability versus SNR for MUSwiD scheme with inter-
ference for different values of L

outperforming the MUSwiD scheme, as expected. In addi-
tion, it is obvious from this figure that for the MUSwiD as L
increases, the system performance becomes more enhanced;
especially, at the range of SNR values that are comparable
to γT. More importantly, for L = 2, 4, and 6, it is clear that
at both low and high SNR values, all curves asymptotically
converge to the same behavior and no gain is achieved in sys-
tem performance with increasing L . This is expected since
when γT takes values much greater than SNR, the channels
of most users will be unacceptable most of the time and hav-
ing more desired users will not affect the performance. Also,
when γT takes values much smaller than SNR, the channels
of most users will be acceptable most of the time and the first
examined user will be chosen to start its data transmission.
This exactly matches the asymptotic or high SNR results
where the diversity order of the system is constant at 1 and
the coding gain is independent of the number of users L .
Finally, it is worthwhile to mention here that the only value
of outage threshold that results in a zero outage probability
is γout = 0. Otherwise, any continue in decreasing γout will
lead to a lower value in the outage probability but will never
make it zero.

Figure 2 studies the effect of interference on the error
probability performance of MUSwiD scheme for different
numbers of interferers Id . It is clear from this figure that
as Id increases, the system performance is more degraded
with the worst performance achieved at the highest value
of Id . Also, one can notice from this figure that increasing
Id degrades the system performance through affecting its
coding gain without affecting the diversity order. Finally,
as the interference power is assumed to scale with SNR, a
noise floor appears in all curves of this figure, and hence,
a zero diversity gain is achieved by the system. This is a
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Fig. 2 Symbol error probability versus SNR for MUSwiD scheme with
interference for different values of Id when interference power scales
with SNR
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Fig. 3 Outage probability versus γ̄ I for MUSwiD and MUSwiDps
schemes with interference for different values of γout

normal result for the effect of interference on the system
performance.

Figure 3 compares the outage performance of the MUSwiD
and MUSwiDps schemes. It is clear from this figure that
the MUSwiD and MUSwiDps user selection schemes have
exactly the same performance and that there is no per-
formance gain achieved when the MUSwiDps scheme is
used compared to MUSwiD scheme. This is because of the
effect of interference on the behavior of these two selection
schemes. Also, the effect of outage threshold γout on the
system performance is obvious in this figure where as γout
increases, worse the achieved performance.

The outage performance of MUSwiDps user selection
scheme is plotted versus SNR in Fig. 4 for different values of
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Fig. 4 Outage probability versus SNR for MUSwiDps scheme with
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Fig. 5 Outage probability versus γout for MUSwiD and MUSwiDps
schemes with interference for different values of SNR

interference power γ̄ I . It is clear from this figure that more
the interference power, the worse the achieved performance,
as expected. Also, a perfect fitting between the analytical and
the asymptotic results is obvious in this figure. Finally, as the
interference power is assumed to be fixed in each curve of
this figure, the system continues in achieving performance
gain as SNR keeps increasing and no noise floor appears in
such case.

Figure 5 compares the outage performance of the MUSwiD
and MUSwiDps selection schemes. The figure is generated
for different values of SNR. It is obvious from this figure
that as the outage threshold γout increases, greater the out-
age probability, and hence, worse the system performance,
as expected. Also, the figure shows that the MUSwiD and
MUSwiDps selection schemes exactly behave the same and
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Fig. 6 Outage probability versus γT for MUSwiD and MUSwiDps
schemes with interference for different values of L

this is due to the effect of interference on the operation of
these user selection schemes.

Figure 6 studies the effect of the switching threshold γT
and the number of desired users L on the outage performance
of the system. In the MUSwiD selection scheme, increasing L
leads to a significant gain in system performance, especially
in the medium SNR region. On the other hand, as γT becomes
much smaller or much larger than the average SNR, the per-
formance improvement decreases, as all curves asymptoti-
cally converge to the case of two desired users. This is due
to the fact that, if the average SNR is very small compared
to γT, all the desired users will be unacceptable most of the
time. On the other hand, if the average SNR is very high com-
pared to γT, all the desired users will be acceptable and one
user will be used most of the time. Thus, in both cases, the
additional desired users will not lead to any gain in the sys-
tem behavior. On the other hand, the MUSwiDps selection
scheme gives the same performance as the MUSwiD scheme
in the region where γT is much smaller than the average SNR,
as expected; whereas in the region where γT is much larger
than the average SNR, the MUSwiDps gives better perfor-
mance compared to the MUSwiD scheme. This is because in
the MUSwiDps scheme, when the last desired user is reached
and found unacceptable, the scheme selects the best user
among all checked users in contrast to the MUSwiD scheme
which in this case sticks to that last user. This explains the
gain achieved by the MUSwiDps scheme over the MUSwiD
scheme in this region of γ T.

Figure 7 studies the effect of interference on the error
probability performance of the MUSwiD scheme. The fig-
ure is generated for different numbers of interferers Id . It
is obvious from this figure that as Id increases, worse the
achieved behavior. Also, a perfect fitting between the asymp-
totic and analytical results of the symbol error probability is
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clear in this figure. Again, this figure shows that the number
of interferers degrades the system performance via reducing
the coding gain without affecting the diversity order of the
system.

The outage performance of the MUSwiD scheme is por-
trayed versus number of desired users L in Fig. 8 for different
values of interference power γ̄ I . It is clear from this figure
that at the case where the interference power is not scaling
with SNR, the system can still achieve performance gain as
more desired users are available. This gain is more noticeable
at the smaller values of γ̄ I , as expected. Also, we can notice
from this figure that the gain achieved in system performance
becomes smaller as L keeps increasing where a noise floor
can be seen in the results.
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Fig. 9 Average number of channel estimations versus γT for the
MUSwiD and MUSwiDps user selection schemes in comparison with
the opportunistic selection with L = 4 and γ̄p = 10 dB

The complexity of the MUSwiD and MUSwiDps user
selection schemes in terms of average number of channel
estimations and in comparison with the opportunistic or best
user selection scheme is illustrated in Fig. 9. We can see
from this figure that as the quality of desired users channels
is required for its operation, opportunistic selection scheme
is always of need for 4 channel estimations. On the other
hand, the MUSwiD user selection scheme needs to estimate
at most 3 channels because when these channels are found
unacceptable, the last checked user will be used at the des-
tination. Therefore, the MUSwiD scheme requires less path
estimations than the MUSwiDps selection scheme. Also, we
can notice from this figure that as γT increases, the aver-
age number of channel estimations of users increases since
it is more difficult to find a user with an acceptable channel
quality.

6 Conclusion

In this paper, exact and asymptotic e2e outage and sym-
bol error probabilities were derived for multiuser switched
diversity systems in the presence of interference. Two multi-
user switching schemes were studied: the MUSwiD and
MUSwiD with post-examine selection. Monte Carlo sim-
ulations proved the accuracy of the achieved analytical and
asymptotic results. Findings illustrated that for fixed inter-
ference power, the system can still achieve performance gain
when more desired users are available. This gain is notice-
able in the range of SNR values that are comparable to the
switching threshold. Also, results showed that the diversity
order of the system with the two selection schemes is con-
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stant and equals 1 and that the two schemes have the same
coding gain. Furthermore, findings illustrated that the gain
achieved in system performance due to having more desired
users becomes smaller as the interference power continues
in increasing. Finally, results showed that the studied selec-
tion schemes are efficient for systems which operate at low
SNR values and this makes them an attractive candidate to
be implemented in the emerging mobile broadband commu-
nication systems.
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