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Design and Performance of Space-Time Trellis Codes for Rapid
Rayleigh Fading Channels

Salam A. Zummo and Saud A. Al-Semari

Abstract: Space-Time (ST) codes are known to provide high trans-
mission rates, diversity and coding gains. In this paper, a tight
upper bound on the error probability of ST codes over rapid fad-
ing channels is presented. Moreover, ST codes suitable for rapid
fading channels are presented. These codes are designed using the
QPSK and 16-QAM signal constellations. The proposed codes are
based on two different encoding schemes. The first scheme uses a
single trellis encoder, whereas the second scheme uses the I-Q en-
coding technique. Code design is achieved via partitioning the sig-
nal space such that the design criteria are maximized. As a solution
for the decoding problem of I-Q ST codes, the paper introduces a
low-complexity decoding algorithm. Results show that the I-Q ST
codes using the proposed decoding algorithm outperform single-
encoder ST codes with equal complexity. The proposed codes are
tested over fading channels with different interleaving conditions,
where it is shown that the new codes are robust under such imper-
fect interleaving conditions.

Index Terms: Fading channels, diversity, space-time codes, MIMO,

I-Q, union bound, error probability.

I. INTRODUCTION

Wireless communication systems are emerging in various
applications that require reliable communications at high data
rates. Conventional channel coding techniques make use of the
channel diversity to improve the performance. However, chan-
nels with memory suffer of insufficient channel diversity at the
decoder, which degrades the performance severely. A popular
channel model that exhibits memory is the block fading chan-
nel model [1, 2]. This model approximates many wireless com-
munication systems such as orthogonal frequency-division mul-
tiplexing (OFDM) and frequency-hopping (FH) systems. Re-
cently, space-time (ST) codes [3–5] were proposed for block
fading channels. ST codes combine efficiently transmit diver-
sity and channel coding to provide reliable communications at
high data rates. The performance and design criteria of ST codes
were derived in [4] for quasi-static and rapid fading channels. In
particular, the Chernoff bound was used to upper bound the pair-
wise error probability (PEP) which is a loose bound. Later, the
exact expression for the PEP was derived in [6]. However, this
expression cannot be computed using the transfer function (TF)
of the trellis code. In this paper tight upper bounds on the PEP
and the bit error probability (BEP) are derived for rapid fading
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channels and evaluated using the TF of the code.

Information theoretic results in [7, 8] have shown that using
multiple transmit and receive antennas improve the capacity of
the system significantly in the presence of block fading chan-
nels. Different ST coded systems were proposed in [3, 4, 9–11]
for quasi-static fading channels. Also, ST coded OFDM systems
were considered in [12, 13] and more recently in [14], where
a low-density parity-check (LDPC) coded OFDM system with
transmit diversity was presented. Many powerful ST codes have
appeared in the literature as in [15–20]. However, trellis codes
are suitable for low-complexity and short-delay applications due
to their simple encoding and decoding algorithms.

If a trellis code is used on a block fading channel and the
coded sequence is interleaved to break up the channel memory,
then the effect of the channel memory is reduced significantly
provided that the number of fading blocks is several times larger
than the code constraint length [21]. Under this assumption
the block fading channel can be approximated by a memory-
less channel, and ST codes can be optimized accordingly with
no significant loss in performance. Note that codes for single-
antenna systems perform well under this assumption without the
need for ST codes. However, consider wireless systems with
multiple antennas at the base station. These antennas are used
conventionally to provide receive diversity at the base station.
However, the same antennas can be used for transmit diversity
in the reverse link without imposing extra cost on the system.
Motivated by this, this paper considers the design of good ST
codes for rapid fading channels. Examples of QPSK and 8-PSK
trellis codes optimized for rapid fading channels have appeared
in [22, 23]. However, the codes in [22] were based on computer
search for the best codes and no systematic design approach is
followed. This paper presents ST trellis codes employing QPSK
and 16-QAM constellations using the set partitioning approach
and optimized for rapid fading channels.

In this paper we propose the use of I-Q encoding technique to
design better ST codes. Originally in [24], I-Q trellis codes for
single-transmit antenna systems were shown to have high cod-
ing gains over conventional codes in rapid fading environments.
This is due to the high minimum time diversity (MTD) pro-
vided by the I-Q encoding. Traditionally, increasing the MTD is
achieved either by reducing the number of input bits to the en-
coder, which reduces the throughput, or increasing the memory
of the encoder, which increases the complexity. By encoding
the input stream using two parallel encoders, where each one
encodes one dimension of the signal constellation, the MTD is
increased with no penalty in the complexity. Hence, the I-Q ap-
proach is used to design more powerful trellis ST codes at the
same delay and complexity as conventional ST codes using one
encoder.

The paper is organized as follows. In Section II, the model of
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Fig. 1. The block diagram of the I-Q ST transmitter.

a trellis coded ST system is described. The proposed I-Q coded
ST system and the decoding algorithm are presented in Section
III. The new upper bounds on the PEP and BEP are derived
in Section IV. Then, the ST codes based on the conventional
and I-Q encoding schemes are presented in Section V. The per-
formance of the proposed codes is compared with existing ST
codes in Section VI. Finally, conclusions drawn from the work
are discussed in Section VII.

II. CONVENTIONAL ST SYSTEMS

In this section, the model for trellis coded ST systems em-
ploying single encoders is described, which is similar to the sys-
tem model in [4]. The transmitter consists of a trellis encoder,
an interleaver, nt modulators and nt transmit antennas. Dur-
ing a frame transmission period of length NT , the input to the
transmitter is a length-N sequence U = {ul}N

l=1 of input vec-
tors each of length k. Each component of the input vector u l is
assumed to be from a binary alphabet. The encoder produces a
length-N sequence S = {sl}N

l=1 of signal vectors each of length
nt. The ith element of each signal vector si

l is an element of an
M -ary signal constellation, such as MPSK or M -QAM, which
is modulated and transmitted using the ith transmit antenna in
the time interval l. Therefore, the overall system throughput is
k/T bits/s. Before being modulated, the signal vectors are in-
terleaved to avoid burst errors in the decoder.

The receiver consists of blocks that do the reverse processes
of the corresponding blocks in the transmitter; namely, n r re-
ceive antennas, nr demodulators, a deinterleaver and a Viterbi
decoder. The received signal at the j th receive antenna in time
interval l is

yj,l =
√

Es

nt∑
i=1

hi
j,ls

i
l + zj,l, (1)

where Es is the average energy of the constellation used at each
transmit antenna and hi

j,l is the channel gain between the ith

transmit and jth receive antennas at time interval l. The channel
gains are modeled as independent zero-mean complex Gaussian
random variables with unit variance, CN (0, 1). Also, zj,l is an
additive white noise modeled as CN (0, N0). It is assumed that
channels from different transmit antennas and channels to differ-
ent receive antennas are uncorrelated. This is achieved by keep-
ing the antennas apart by a distance greater than half the wave-

De-Inter

I-Decoder

ST
Demod.

Q-Decoder

y
m(sI)

m(sQ)

ûI
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Fig. 2. The block diagram of the simplified decoding algorithm of I-Q ST
codes.

length of the carrier [25]. The transmitted frame is decoded ac-
cording to the maximum likelihood (ML) decoding rule, which
is implemented using the Viterbi algorithm. In the following,
the I-Q coded ST system is described.

III. I-Q CODED ST SYSTEMS

A. Encoder

The block diagram of the ST transmitter employing I-Q en-
coding is shown in Fig. 1. The input to the transmitter is as
described in Section II. Each input vector u l is split into two
equal vectors uI,l and uQ,l. The vector uI,l is encoded by the
I encoder into a signal vector sI,l of length nt, whose elements
are drawn from an alphabet AI which is a 1-D constellation
such as M -PAM. The 1-D signals in sI,l constitute the I com-
ponents of the 2-D signals to be transmitted over the n t trans-
mit antennas. The same applies to the Q branch, resulting in
two length-N sequences of 1-D signal vectors SI = {sI,l}N

l=1

and SQ = {sQ,l}N
l=1. After that, the I and Q codewords SI

and SQ are interleaved. After interleaving, the 2-D signal s i
l to

be transmitted over the ith antenna is drawn from the alphabet
A = AI×AQ according to: si

l = si
I,l+jsi

Q,l, where j =
√−1,

resulting in a transmitted codeword S = SI + jSQ.

B. Decoder

In this section, the subscript of the receive antenna is omit-
ted to simplify notation. However, the discussion applies com-
pletely to multiple receive antennas. The received signal at each
receive antenna (1) is expanded using complex representation as

yl =
nt∑
i=1

(hi
I,ls

i
I,l−hi

Q,ls
i
Q,l)+j(hi

I,ls
i
Q,l +hi

Q,ls
i
I,l)+zl, (2)

where hi
l = hi

I,l + jhi
Q,l. Define Y = {yl}N

l=1 and H =
{hl}N

l=1, where hl = {hi
l}nt

i=1 is a vector containing the fad-
ing gains from all transmit antennas at time l. The ML decod-
ing rule at the I and Q decoders requires the computation of the
likelihood functions p(Y|H,SI) and p(Y|H,SQ), respectively.
However, due to the received mixture in (2), Y depends on both
SI and SQ. A straightforward solution is to use the super-trellis
of the I and Q codes to compute the likelihood functions. In the
super-trellis, the number of states is the product of the number
of states of the I and Q codes, which prohibits its use for practi-
cal encoders’ memory. For example, if each code had 32 states,
the super-trellis would have 32 × 32 = 1024 states. Therefore,
a low complexity decoder is of interest.
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A simplified decoding algorithm is proposed, which consists
of a ST demodulator and two Viterbi decoders, one for each of
the I and Q codes. The block diagram of this algorithm is shown
in Fig. 2. In the ST demodulator, metrics corresponding to all
possible pairs of signal vectors s = (sI , sQ) in the frame are
computed using

m(yl, s) =
∣∣∣yl −

√
Es

nt∑
i=1

hi
ls

i
∣∣∣2. (3)

When multiple receive antennas are used, the metric in (3) is
modified to include maximal-ratio combining. Therefore, the
following metrics are computed in the ST demodulator for time
intervals l = 1 . . .N

m(yl, s)
∣∣
s=(sI ,sQ)

, ∀ sI ∈ AI , sQ ∈ AQ. (4)

The metrics corresponding to the signal vectors sI , sQ are com-
puted as

ml(sI) = min
sQ∈AQ

m(yl, s)
∣∣
s=(sI ,sQ)

, sI ∈ AI (5)

ml(sQ) = min
sI∈AI

m(yl, s)
∣∣
s=(sI ,sQ)

, sQ ∈ AQ. (6)

These metrics are fed to the I and Q Viterbi decoders, which ap-
ply separately the ML decoding rule for I and Q coded branches.
Note that the complexity of this algorithm is linearly propor-
tional to the number of states of the I and Q codes. However, the
complexity of the ST demodulator is exponential in n t. When
a signal constellation of size M is used at each transmit an-
tenna, there are M nt such metrics. In general, sphere decod-
ing in [26, 27] can be used to reduce the complexity of the ST
demodulator, especially for large number of transmit antennas.
The performance of ST codes over rapid fading channels is pre-
sented in the following.

IV. PERFORMANCE ANALYSIS

In this section, an upper bound on the PEP of ST codes over
rapid fading channels is derived. The bound is tight and ex-
pressed in a product form, making it easy to use the TF of the
codes to compute the BEP. The section starts with the derivation
of the new bound and then the code TF is discussed and used to
evaluate the BEP.

A. Pairwise Error Probability (PEP)

The subscripts c, u and b are used to denote conditional, un-
conditional and bit error probabilities, respectively. The condi-
tional PEP is defined as the probability of decoding a received
sequence as Ŝ given that S was transmitted conditioned on the
fading variables H = {hj,l, j = 1, . . . , nr, l = 1, . . . , N}. It is
given by

Pc(S, Ŝ) = Pr
(
M(Y,S) − M(Y, Ŝ) > 0

∣∣H,S
)

, (7)

where M(Y,S) is the ML decoding metric corresponding to the
codeword S given by

M(Y,S) =
N∑

l=1

nr∑
j=1

∣∣∣yj,l −
√

Es

nt∑
i=1

hi
j,ls

i
l

∣∣∣2. (8)

Substituting (8) into (7) and going through some algebra, the
conditional pairwise error probability simplifies to

Pc =
1
2

erfc



√

d2
E (S, Ŝ)
4N0


 , (9)

where

d2
E(S, Ŝ) = Es

N∑
l=1

nr∑
j=1

∣∣∣∣∣
nt∑
i=1

hi
j,l(s

i
l − ŝi

l)

∣∣∣∣∣
2

. (10)

Using the matrix notation, the squared distance in (10) becomes

d2
E(S, Ŝ) = Es

N∑
l=1

nr∑
j=1

h∗
j,lAlhj,l, (11)

where (.)∗ denotes the complex conjugate of a complex vector.
The matrix Al = el.e∗l , where el = {(si

l − ŝi
l)}nt

i=1 is a column
vector. Then the conditional PEP is given by

Pc =
1
2

erfc



√√√√ Es

4N0

N∑
l=1

nr∑
j=1

hj ,lAlh∗
j ,l


 . (12)

Since Al is symmetric, its eigenvalue decomposition is written
as: Al = V H

l DlVl, where the rows of Vl are orthonormal and
Dl = diag{λ1

l , ...λ
nt
l }, with λi

l is the ith eigenvalue of Al. Here,
(.)H denotes the Hermitian transpose of a matrix. Moreover, all
λi

l are zero except λl = |el|2 =
∑nt

i=1 |ei
l|2 because all the

columns in Al are dependent on each other except one column.
Let the vector Bj,l = hj,lV

H
l , and dl = λl

Es

4N0
, then the condi-

tional PEP can be written as

Pc =
1
2

erfc



√√√√ N∑

l=1

dl

nr∑
j=1

|βj ,l |2

 . (13)

Here the summation over the transmit antennas was removed
since only one nonzero eigenvalue λ l exists, where βj,l is the
element in Bj,l corresponding to the nonzero eigenvalue. Since
each βj,l is a normalized linear combination of Gaussian ran-
dom variables, its distribution is CN (0, 1), and hence |βj,l|2
is exponential random variable with parameter one. Define
Γl =

∑nr

j=1 |βj,l|2, then Γl is an nr-Erlang random variable
with parameter one, whose probability density function (pdf) is

fΓ(γ) =
1

(nr − 1)!
γ(nr−1) e−γ , γ ≥ 0. (14)

Substituting Γl in the expression of conditional PEP, it becomes

Pc =
1
2

erfc



√√√√ N∑

l=1

dlΓl


 . (15)

The unconditional PEP is found by averaging (15) over the ran-
dom variables {Γl}N

l=1 and is written as

Pu =
1
2

∫ ∞

0

...

∫ ∞

0

erfc



√√√√ N∑

l=1

dlΓl
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×fΓ(Γ1) ... fΓ(ΓN ) dΓ1 ... dΓN . (16)

Doing the following change of variables: δ l = dl

1+dl
and ωl =

Γl(1 + dl) and using pdf transformation, the PEP becomes

Pu =
1
2

∏
l∈η

1
(1 + dl)nr

∫ ∞

0

...

∫ ∞

0

erfc



√√√√ N∑

l=1

δlωl




× exp

(
N∑

l=1

δlωl

)
fω(ω1) ... fω(ω|η|) dω1 ... dω|η|, (17)

where η = {l : el �= 0} and |η| is the size of η. De-
fine L = min |η| (the MTD of the ST code) and δmin =
min{δl}|η|l=1. Note that

∑N
l=1 δlωl ≥ δmin

∑N
l=1 ωl and the

function erfc(x) exp(x) is monotonically decreasing, then the
PEP is upper bounded as

Pu ≤ 1
2

L∏
l=1

1
(1 + dl)nr

∫ ∞

0

erfc
(√

δminΩ
)

×e(δminΩ)fΩ(Ω) dΩ, (18)

where Ω =
∑N

l=1 ωl, which is a sum of L independent nr-
Erlang random variables, has an nrL-Erlang distribution with
parameter one. The pdf of Ω is given by (14) with replacing n r

by nrL. Substituting this pdf, the PEP becomes

Pu ≤ 1
2(nrL − 1)!

L∏
l=1

1
(1 + dl)nr

∫ ∞

0

erfc
(√

δminΩ
)

×e(δminΩ)Ω(nrL−1) dΩ. (19)

This integral is evaluated using an equality in [28] and the resul-
tant expression for the PEP is

Pu ≤ 1
2(nrL − 1)!

nrL∑
j=1

(
2nrL − j − 1

nRL − 1

)(
2

1 +
√

δmin

)j

×
L∏

l=1

1
(1 + dl)nr

. (20)

By employing the union bound and averaging over all trans-
mitted codewords we obtain an upper bound on the error event
probability Pe,u

Pe,u ≤
∑
S

∑
Ŝ

P (S)Pu(S, Ŝ), (21)

where P (S) is the probability of a codeword S. If the trellis code
satisfies Zehavi and Wolf criteria [29], the error event probabil-
ity in (21) can be computed by assuming that the all-zero code-
word S0 was sent and

Pe,u ≤
∑
Ŝ

Pu(S0, Ŝ). (22)

In order to evaluate (22) and to find the corresponding BEP, we
need to enumerate the number of codewords with certain Eu-
clidean distance from the all-zero codeword. This is accom-
plished using the TF of the ST code as described below.

1.E-04

1.E-03

1.E-02

1.E-01

1 3 5 7 9 11 13 15 17

Eb/No

P
b

Tight_1Rx Chernoff_1Rx Sim ulation_1Rx

Tight_2Rx Chernoff_2Rx Sim ulation_2Rx

Fig. 3. Bounds and simulation of the 4-state QPSK code in [4].

B. Transfer Function (TF)

In this subsection, we describe how to evaluate the TF of a
ST code. The transfer function of a trellis code enumerates the
number of codewords at every input weight and output distance
and can be calculated using the error state diagram [30]. The
label associated with each branch connecting two states in the
error state diagram depends on the error vector between the sig-
nal associated with that branch and the zero signal vector s0,
i.e., e = s − s0. If an M -ary signal constellation is used at
each transmit antenna, there are M nt − 1 different error vec-
tors. Denote the distinct squared Euclidean distances from s0 as
{ξ1, ξ2, . . . , ξm} = {ξ : ξ = Es||s − s0||2, s ∈ Ant }, where
||x||2 denotes the norm of a vector x. In the error state diagram,
each branch is labeled by J uDv1

1 . . . Dvm
m where vl = 1 if the

corresponding signal vector has distance ξ l. Also, the exponent
of the variable J is the weight of the input vector causing the
transition. For example, a state transition with input weight u
and signal vector with distance ξl is represented by JuDl. The
reader is referred to [30] for the complete details of computing
the transfer function of trellis codes. The transfer function of the
ST code is written as

T (J, D1, . . . , Dm) =
∑

u

∑
v1,...,vm

a(u, v1, . . . , vm)

×JuDv1
1 . . . Dvm

m , (23)

where a(u, v1, . . . , vm) is the number of codewords with input
weight u and vi error vectors with distance ξi from s0, for i =
1, . . . , m.

C. Bit Error Probability (BEP)

Using the new bound in (20) and comparing the expressions
in (22) and (23), then the error event probability and the BEP
are written, respectively as

Pe,u ≤ 1
22nrL

nrL∑
j=1

(
2nrL − j − 1

nrL − 1

)(
2

1 +
√

δmin

)j
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×T (J, D1, ..., Dm)
∣∣∣∣
J=1,Dv=

(
1+ ξv

4N0

)−nr
,v=1,...,m

(24)

Pb ≤ 1
k


 1

22nrL

nrL∑
j=1

(
2nrL − j − 1

nrL − 1

)(
2

1 +
√

δmin

)j



×∂T (J, D1, ..., Dm)
∂J

∣∣∣∣
J=1,Dv=

(
1+ ξv

4N0

)−nr
,v=1,...,m

, (25)

where δmin = min
{

ξl/4N0
1+ξl/4N0

, l = 1, . . . , m
}

and k is the num-

ber of input bits to the encoder. The corresponding Chernoff
bound in [4] as a function of the TF is written as

Pb ≤ 1
k

∂T (J, D1, ..., Dm)
∂J

∣∣∣∣
J=1,Dv=

(
1+ ξv

4N0

)−nr
,v=1,...,m.

(26)
The bounds in (25) and (26) were evaluated for the 4-state QPSK
ST code in [4]. The curves corresponding to the bounds and
simulation are shown in Fig. 3. It is observed that the Chernoff
bound is loose where the new bound is tight to the simulation
curve. The designed codes are presented in the following.

V. THE PROPOSED ST CODES

In this section we describe the proposed ST codes employ-
ing single encoders and the I-Q encoding scheme. The design
criteria of ST codes over rapid fading channels were derived in
[4] and appear in (20). The design criteria are summarized in
maximizing:
1. The MTD of the code, i.e., L.
2. The minimum squared product distance defined as: d 2

p =
Es

∏L
l=1

∑nt

i=1 |si
l − ŝi

l|2.
These two criteria are used below to design trellis ST codes that
use either a single encoder or the I-Q technique. The codes are
designed using the set partitioning approach and use QPSK and
16-QAM constellations and two transmit antennas i.e., n t = 2.
From the second rule, the set partitioning is performed in the
same way as in additive white Gaussian noise (AWGN) chan-
nels. In this approach, the distance d2

E = Es

∑nt

i=1 |si − ŝi|2
between signal vectors at branches diverging from or remerging

00, 02, 22, 20

21, 23, 03, 01

33, 31, 11, 13

12, 10, 30, 32

Fig. 5. Trellis diagram of the 4-state QPSK2 code.

to the same state is maximized. To maximize d2
E , the 2nt-D sig-

nal space is partitioned into subsets such that d2
E between signal

vectors in the same subset is increased. If d2
E cannot be in-

creased anymore, partitioning is performed so that d2
P between

signal vectors in the same subset is increased. As a result, both
d2

E and d2
P between pairs in the same subset are maximized. The

detailed description of the codes are discussed in the following.

A. Single-Encoder Codes

All QPSK codes presented in this paper have a throughput of
k = 2 bits/s, i.e., the encoder receives two bits every time inter-
val and outputs two QPSK signals. The first proposed code is
referred to as QPSK2. The set partitioning of a 4-dimensional
QPSK signal space is shown in Fig. 4. In the code trellis, signal
vectors labeling branches leaving the same state are taken from
the same subset, and hence, signal vectors of these branches
have the maximum possible d2

E and d2
P . The trellis diagram of

the 4-state code is shown in Fig. 5. From the trellis, the MTD of
the code is 2 and d2

P = 24 with corresponding error event [0 2;2
1]. Note that the performance of this code is equivalent to that
of the code in [22] since they have the same design parameters.

The QAM codes presented in this paper have a throughput
of k = 4 bits/s. Therefore, the encoder receives 4 bits every
time interval and outputs two signal points from a Gray-mapped
16-QAM constellation. The first proposed scheme is referred
to as QAM2. Partitioning the 4-D 16-QAM signal space in a
systematic way followed in the QPSK case is difficult. Hence,
a simple approach that produces good d2

P is proposed, which is
a modified version of the permutation method in [31]. In this
method, the allowed 16-QAM signal vectors labeling branches
leaving or emerging into the same state are forced to be different
in both symbols. The method starts with listing all the possible
16-QAM symbols in order, starting by s0 and ending with s15

in a 16 × 1 vector. Then a 16 × 2 vector is formed by listing all
the pairs of same first and second symbols and denoted by A 00.
Denote the vector that has the second column of A00 shifted by
i rows by Ai0. Similarly, when the vector Ai0 is shifted by j
rows it is denoted by Aij . The labels of branches leaving each
state are taken as the rows of the vectors having the maximum
Hamming distance from each other. The trellis diagram of the
16-state QAM2 code is shown in Fig. 6. This code has a MTD
equal to 2 and d2

P = 3.2 with the corresponding error event is [1
1;15 7]. The I-Q based codes are considered in the following.

B. I-Q Codes

The I-Q QPSK codes use BPSK constellation as the 1-D con-
stellation at the output of the I and Q encoders. The set partition-
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A0
0 00, 11, 22, 33, 44, 55, 66, 77, 88, 99, 10 10, 11 11, 12 12, 13 13, 14 14, 15 15

A8
1 15 7, 08, 19, 2 10, 3 11, 4 12, 5 13, 6 14, 7 15, 80, 91, 10 2, 11 3, 12 4, 13 5, 14 6

A4
2 14 2, 15 3, 04, 15, 26, 37, 48, 59, 6 10, 7 11, 8 12, 9 13, 10 14, 11 15

A12
3 13 9, 14 10, 15 11, 0 12, 1 13, 2 14, 3 15, 40, 51, 62, 73, 84, 95, 10 6, 11 7, 12 8

A1
4 12 13, 13 14, 14 15, 15 0, 01, 12, 23, 34, 45, 56, 78, 89, 9 10, 10 11, 11 12

A9
5 11 4, 12 5, 13 6, 14 7, 15 8, 09, 1 10, 2 11, 3 12, 4 13, 5 14, 6 15, 70, 81, 92, 10 3

A5
6 10 15, 11 0, 12 1, 13 2, 14 3, 15 4, 05, 16, 27, 38, 49, 5 10, 6 11, 7 12, 8 13, 9 14

A13
7 96, 10 7, 11 8, 12 9, 13 10, 14 11, 15 12, 0 13, 1 14, 2 15, 30, 41, 52, 63, 74, 85

A2
8 8 10, 9 11, 10 12, 11 13, 12 14, 13 15, 14 0, 15 1, 02, 13, 24, 35, 46, 57, 68, 79

A10
9 71, 82, 93, 10 4, 11 5, 12 6, 13 7, 14 8, 15 9, 0 10, 1 11, 2 12, 3 13, 4 14, 5 15, 60

A6
10 6 12, 7 13, 8 14, 9 15, 10 0, 11 1, 12 2, 13 3, 14 4, 15 5, 06, 17, 28, 39, 4 10, 5 11

A14
11 53, 64, 75, 86, 97, 10 8, 11 9, 12 10, 13 11, 14 12, 15 13, 0 14, 1 15, 20, 31, 42

A4
12 48, 59, 6 10, 7 11, 8 12, 9 13, 10 14, 11 15, 12 0, 13 1, 14 2, 15 3, 04, 15, 26, 37

A11
13 3 14, 4 15, 50, 61, 72, 83, 94, 10 5, 11 6, 12 7, 13 8, 14 9, 15 10, 0 11, 1 12, 2 13

A7
14 29, 3 10, 4 11, 5 12, 6 13, 7 14, 8 15, 90, 10 1, 11 2, 12 3, 13 4, 14 5, 15 6, 07, 18

A5
15 15, 26, 37, 48, 59, 6 10, 7 11, 8 12, 9 13, 10 14, 11 15, 12 0, 13 1, 14 2, 15 3, 04

Fig. 6. Trellis diagram of the 16-state QAM2 code.

ing described above is followed for the 2-D BPSK signal space.
This is straightforward since only four signals exist in the space.
The trellis diagrams of the 4-state and 8-state codes are shown in
Fig. 7. Note the labels of branches leaving or remerging to the
same state differ in both symbols, which is similar to designing
codes for single-antenna systems over fading channels. The re-
sultant MTD values are 3 and 4 for the 4-state and 8-state codes,
respectively. The increase in the MTD values resulting from us-
ing the I-Q encoding scheme will be clearly observed in the code
performance. The product distance of the I-Q ST codes cannot
be calculated unless the super-trellis is formed. For comparison
purposes, it is computed in one dimension only. For example,
the 4-state I-Q code has an MTD of 3 and d2

P = 5.66 in one
dimension with corresponding error event [1 1;1 0;1 1].

The I-Q 16-QAM ST code uses 4-AM constellation at the out-
put of the I and Q encoders. The signal space to be partitioned
is the 2-D 4-AM signal space, which is shown in Fig. 8. As
in above codes, partitioning is performed such that d2

E and d2
P

of the generated subsets are higher each time the partitioning is
performed. The trellis diagrams of the 4 and 32-state codes are
shown in Fig. 9 and 10, respectively. From the figures, the
labels of branches departing or remerging to the same state are
chosen from different subsets in the last partitioning level. This
maximizes the MTD of the 4, and 32-state codes to 2 and 4,
respectively. For the 4-state code, d2

P = 3.2 in one dimension
with corresponding error event [0 3;2 3], where d 2

P = 7.2 for the
32-state with corresponding error event [0 3;2 3;3 0;3 1]. The
difference in the MTD compared to conventional trellis codes is
a result of using the I-Q encoding scheme.

In general, the complexity of a trellis code is equal to the total
number of branches leaving all states divided by the associated

00, 11

10, 01

11, 00

01, 10

00, 11

11, 00

10, 01

01, 10

11, 00

00, 11

01, 10

10, 01

Fig. 7. Trellis diagrams of the I-Q QPSK codes (4 and 8-state).

information bits with each transition [24]. The complexity of the
I-Q QPSK codes, with the simplified decoding algorithm, is the
same as the QPSK2 code. However, the complexity of the 32-
state I-Q code, decoded by the simplified algorithm, is 64, which
is the same as that of the 16-state QAM2 code. If the super-
trellis decoding is used, the 4-state I-Q code has a complexity of
64. Therefore, for fair comparison, the 16-state QAM2 code is
compared with the 32-state I-Q code with the simplified decod-
ing, and to the 4-state I-Q code with the super-trellis decoding.

VI. RESULTS

This section presents simulation results of the new codes over
three fading channels. The first one is perfectly interleaved
channel, which is equivalent to a rapid fading channel. The other
two channels have fading rates fDT of 0.01 and 0.005 and in-
terleaved using a 25 × 16 block interleaver, where fD is the
Doppler spread of the channel. An interleaver is considered to
be sufficient if it has a depth on the order of 1/4fDT and a span
larger than the code constraint length. Note that the interleave
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Fig. 8. 2-D 4-AM signal space partitioning.

00, 03, 31, 32

23, 20, 12, 11

13, 10, 22, 21

30, 33, 01, 02

Fig. 9. Trellis diagram of the 4-state I-Q 16-QAM code.

00, 03, 31, 32
23, 20, 12, 11
13, 10, 22, 21
30, 33, 01, 02
03, 31, 32, 00
20, 12, 11, 23
10, 22, 21, 13
33, 01, 02, 30
03, 00, 32, 31
20, 23, 11, 12
10, 13, 21, 22
33, 30, 02, 01
31, 03, 00, 32
12, 20, 23, 11
22, 10, 13, 21
01, 33, 30, 02
31, 32, 00, 03
12, 11, 23, 20
22, 21, 13, 10
01, 02, 30, 33
32, 00, 03, 31
11, 23, 20, 12
21, 13, 10, 22
02, 30, 33, 01
32, 03, 31, 00
11, 12, 20, 23
21, 22, 10, 13
02, 01, 33, 30
00, 32, 31, 03
23, 11, 12, 20
13, 21, 22, 10
30, 02, 01, 33

Fig. 10. Trellis diagram of the 32-state I-Q 16-QAM code.

is sufficient for the channel with fDT = 0.01 but insufficient
for the channel with fDT = 0.005. Since the new codes are
optimized for rapid fading channels, it is important to test their
robustness under imperfect conditions; namely, a sufficiently in-
terleaved and an insufficiently interleaved channels.

Table 1. The parameters of the designed codes.

The Code MTD d2
P

QPSK1 2 4
QPSK2 2 24
I-Q QPSK (4-s) 3 5.66
QAM1 2 0.64
QAM2 2 3.2
I-Q QAM (4-s) 2 3.2
I-Q QAM (32-s) 4 7.2

1.E-05

1.E-04

1.E-03

1.E-02

1 3 5 7 9 11 13 15 17

Eb/No

P
b

Q PSK1_1Rx QPSK2_1Rx I-Q_1Rx

I-Q(STr)_1Rx QPSK1_2Rx QPSK2_2Rx

I-Q_2Rx I-Q(STr)_2Rx

Fig. 11. Performance of the 4-state QPSK codes over a rapid fading
channel (Rx: receive antenna, STr: Super Trellis).

A. QPSK Codes

The ST QPSK code, referred to as QPSK1, is presented here
as a baseline for comparison with the proposed codes. The MTD
of the 4-state code is 2 and d2

P = 4. The new codes (QPSK2 and
I-Q) are compared with the QPSK1 code in Fig. 11 over a rapid
fading channel. The QPSK2 code provides 2 dB gain over the
QPSK1 code because it has higher d2

P value. Moreover, the I-Q
code with super-trellis decoding provides 3 dB over the QPSK1
at bit error rate (BER) of 10−3. However, the decoding com-
plexity of the super-trellis decoding of this code has increased
from 8 to 32. The I-Q code, using the simplified decoding algo-
rithm provides a coding gain of 3 dB over QPSK1 and more than
0.5 dB over QPSK2 at BER of 10−3. Although the product dis-
tance of the I-Q code is lower than that of the QPSK2, its MTD
is higher, which is more important. Note that the gains of the I-Q
codes increase as the high signal-to-noise ratio (SNR) increase,
where the simplified decoding algorithm works well. Also, the
slope of its performance curve versus the SNR is larger than
those of the QPSK1 and QPSK2 codes. This is expected since
the MTD of the I-Q code is higher, which controls the slope of
the curve.

The same trend is observed when the receiver has two receive
antennas. Generally, the coding gain is expected to decrease be-
cause using two receive antennas provides a form of diversity
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1.E-05

1.E-04

1.E-03

1.E-02

1 3 5 7 9 11 13 15 17

Eb/No

P
b

Q PSK1_1Rx QPSK2_1Rx I-Q_1Rx

QPSK1_2Rx QPSK2_2Rx I-Q_2Rx

Fig. 12. Performance of the 4-state QPSK codes over a sufficiently
interleaved fading channel with fDT =0.01 (Rx: receive antenna).

and hence, the time diversity provided by the code becomes less
important. However, the results show that the gain of the I-Q
code, using the simplified decoding algorithm, over the other
two codes increases compared to the one-receive antenna case.
The reason behind this is that the two receive branches add a
form of diversity in the ST demodulator. This reduces the sub-
optimality of the simplified decoding algorithm. The gains of
the I-Q code over QPSK1 and QPSK2 codes are more than 3 dB
and 1 dB, respectively. Hence, the simplified algorithm provides
better performance for the case of two receive antennas.

Fig. 12 shows the performance of the 4-state codes over a
sufficiently interleaved channel with fDT = 0.01. It is ob-
vious that the I-Q coding scheme is still the best followed by
QPSK2. The gains of the first two codes over the last one are
slightly reduced due to the non-ideal interleaving. However, the
gains reduction is small showing the robustness of the codes un-
der imperfect conditions. The case of insufficient interleaved
fading channel with fDT = 0.005 is shown in Fig. 13. The
same trends are observed but with less relative gains. It is worth
mentioning that the designed codes are slightly sensitive to slow
environments. In [21], a small performance degradation was
observed when the I-Q ST codes were tested over block fading
channels.

B. 16-QAM Codes

The 16-QAM ST code, referred to as QAM1, was optimized
in [4] for quasi-static fading channels. It is presented as a base-
line for comparison with the proposed codes. The MTD of
this code is 2 and its d2

P = 0.64. The performance of QAM1
and QAM2 codes over an ideally interleaved fading channel is
shown in Fig. 14. The figure also shows the performance of
the 4-state and the 32-state I-Q code. The 4-state code is de-
coded using super-trellis decoding and the 32-state is decoded
using the simplified decoding algorithm, resulting in the same
complexity as QAM1 and QAM2 codes. In the case of one re-

1.E-05

1.E-04

1.E-03

1.E-02

1 3 5 7 9 11 13 15 17

Eb/No

P
b

Q PSK1_1Rx Q PSK2_1Rx I-Q_1Rx

Q PSK1_2Rx Q PSK2_2Rx I-Q_2Rx

Fig. 13. Performance of the 4-state QPSK codes over an insufficiently
interleaved fading channel with fDT =0.005 (Rx: receive antenna).

ceive antenna, the gains of the 4-state I-Q code over QAM1 and
QAM2 codes are 2.5 and 0.5 dB, respectively. In the two receive
antennas case, the above gains are increased to 2 and 0.3 dB, re-
spectively. On the other hand, gains of the 32-state I-Q code
over QAM1, QAM2 and the 4-state code with super-trellis de-
coding are 2.5, 1 and 0.5 dB, respectively. Although QAM2 and
the 4-state I-Q codes have the same MTD and product distances,
the I-Q codes outperform QAM2. This is due to the fact that the
product distance is computed in one dimension and hence the
effective product distance is expected to be higher. The same
codes are tested over the sufficiently interleaved channel with
fDT = 0.01 and the results are shown in Fig. 15. Similar
to the QPSK codes, the gains are slightly reduced, showing the
robustness of the new codes.

Note that the performance of the simplified decoding algo-
rithm is significantly degraded in the case of single-receive an-
tenna, and good in the two-receive antenna case. This is due
to the diversity used by the ST demodulator in the two-receive
antenna case. Also, the simplified algorithm performs worse
than the QPSK code for the single-receive antenna case. We
conclude from this that the algorithm degrades the performance
for nonconstant energy constellations, and its performance is ac-
ceptable for constant-energy constellations. The last observation
is that the degradation of the performance of the simplified al-
gorithm decreases as the SNR is increased. This is due to the
sensitivity of the ST demodulator to the received SNR, where
its metrics reliability increases as the SNR is increased.

VII. CONCLUSIONS

New trellis ST codes based on the QPSK and 16-QAM signal
constellations are proposed for rapid fading channels. Two en-
coding schemes were employed in designing the codes. The first
scheme uses single encoder whereas the second scheme uses the
I-Q encoding technique. The design process exploits the set par-
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1.E-05

1.E-04

1.E-03

1.E-02

4 6 8 10 12 14 16 18 20

Eb/No

P
b

Q AM 1_1Rx QAM 2_1Rx I-Q(32-s)_1Rx

I-Q(STr,4-s)_1Rx QAM 1_2Rx QAM 2_2Rx

I-Q(32-s)_2Rx I-Q(STr,4-s)_2Rx

Fig. 14. Performance of the 16-QAM codes over a rapid fading channel
(Rx: receive antenna, STr: Super Trellis).

1.E-05

1.E-04

1.E-03

1.E-02

4 6 8 10 12 14 16 18 20

Eb/No

P
b

Q AM 1_1Rx QAM 2_1Rx I-Q(32-s)_1Rx

I-Q(STr,4-s)_1Rx QAM 1_2Rx QAM 2_2Rx

I-Q(32-s)_2Rx I-Q(STr,4-s)_2Rx

Fig. 15. Performance of the 16-QAM codes over a sufficiently interleaved
fading channel with fDT =0.01 (Rx: receive antenna, STr: Super
Trellis).

titioning approach to maximize the design parameters. Results
show that these codes are robust in different interleaving envi-
ronments. A simplified decoding algorithm for I-Q ST codes is
proposed and used instead of the super-trellis decoding. It was
shown that this algorithm performs near optimum in the cases of
two-receive antennas or constant-energy signal constellations.
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