
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 8, NO. 7, JULY 2009 3335

Layered Steered Space-Time Codes Using
Multi-Dimensional Sphere Packing Modulation

Mohammed El-Hajjar, Graduate Student Member, IEEE, Osamah Alamri, Jin Wang, Member, IEEE,
Salam Zummo, Member, IEEE, and Lajos Hanzo, Fellow, IEEE

Abstract—We present a novel multi-functional Multiple-Input
Multiple-Output (MIMO) scheme, that combines the benefits of
Space-Time Codes (STC), of Vertical Bell Labs Layered Space-
Time (V-BLAST) scheme as well as of beamforming. To further
enhance the attainable system performance and to maximise
the coding advantage of the proposed transmission scheme,
the system is also combined with multi-dimensional Sphere
Packing (SP) modulation. Additionally, we quantify the capacity
of the proposed multi-functional MIMO aided multi-dimensional
SP arrangement and propose a novel technique of computing
an upper limit on the achievable bandwidth efficiency of the
system based on EXtrinsic Infomation Transfer (EXIT) charts.
Further system performance improvements can be attained by
serially concatenating our proposed scheme with an outer code
together with a Unity-Rate Code (URC), where three different
receiver structures are created by varying the iterative detection
configuration of the constituent decoders/demappers. Moreover,
the convergence behaviour of the proposed schemes is evaluated
with the aid of EXIT charts. Explicitly, the three proposed
systems are capable of operating within 0.9 dB, 0.6 dB and
0.4 dB of the maximum achievable rate limit. Additionally, the
three stage assisted SP aided scheme is capable of outperforming
its counterpart employing QPSK by 1 dB at a BER of 10−6.

Index Terms—Layered space-time codes; steered space-time
codes; beam-forming; beam-steering; multi-functional MIMO;
MIMO; sphere-packing modulation; multi-dimensional modula-
tion; turbo detection, iterative detection; VBLAST; EXIT-charts;
wireless channel capacity.

I. INTRODUCTION

MULTIPLE-INPUT Multiple-Output (MIMO) systems
attain a higher capacity than single-input single-output

systems [1–3]. In [4] the multi-layer MIMO structure known
as the Vertical Bell Labs Layered Space-Time (V-BLAST)
scheme was proposed, whose receiver is capable of providing
a high multiplexing gain without the need for any increase
in the transmitted power or in the system’s bandwidth. On
the other hand, Space-Time Block Codes (STBC) [5] are
capable of achieving the maximum possible diversity gain,
while using low-complexity linear processing at the receiver.
Hence, it was proposed in [6] to combine the benefits of
these two techniques for the sake of providing both antenna
diversity as well as spectral efficiency gains. This hybrid
scheme was improved in [7] by optimising the decoding order
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of the different antenna layers. Furthermore, beamforming [8]
constitutes an effective technique of reducing the multiple-
access interference, where the antenna gain is increased in the
direction of the desired user. Additionally, beamforming has
been combined with STBC to attain a higher Signal-to-Noise
Ratio (SNR) gain [9].

In [10] Su et al. demonstrated that Sphere Packing (SP)
aided STBC was capable of outperforming the conventional
STBC scheme dispensing with SP [5]. In [11] the SP demap-
per of [10] was modified for the sake of accepting the a priori
information passed to it from the channel decoder as extrinsic
information.

It was demonstrated in [12] that a recursive inner code is
needed in order to avoid the formation of a Bit Error Ratio
(BER) floor, when employing iterative decoding. In [13], rate-
1 inner codes were employed for designing low complexity
turbo codes suitable for bandwidth and power limited systems
having stringent BER requirements. EXtrinsic Information
Transfer (EXIT) charts were introduced in [14] for character-
ising the flow of extrinsic information between the soft-in soft-
out constituent decoders. The concept of EXIT chart analysis
has been extended to three-stage concatenated systems in [15].

The rationale of the paper can be summarised as follows.
We amalgamate the merits of V-BLAST, STC and beamforming
for the sake of achieving a high multiplexing gain, a high
diversity gain as well as beamforming gain. The resultant
scheme is referred to here as a Layered Steered Space-
Time Code (LSSTC). Additionally, the system is combined
with multi-dimensional SP modulation, which is capable of
maximising the coding advantage of the transmission scheme.
Moreover, the optimum bit-to-SP-symbol mapper is designed
using an EXIT-chart based procedure allowing us to achieve
diverse design objectives.

On the other hand, the novelty of the paper can be outlined
as follows. We quantify the capacity of the LSSTC-SP scheme
for transmission over both Rayleigh as well as Gaussian
channels. Furthermore, we propose a novel technique for
quantifying the maximum achievable rate of the system using
EXIT charts. We also propose three turbo-detected LSSTC-SP
receiver structures, where iterative detection is carried out
between an outer code’s Decoder I, an intermediate code’s
Decoder II and an LSSTC-SP demapper. A comparison be-
tween the three turbo-detected schemes reveals that a carefully
designed two-stage iterative detection scheme is capable of
operating sufficiently close to capacity at a lower complexity,
when compared to a three-stage system employing a Recursive
Systematic Convolutional (RSC) code or a two-stage system
employing Irregular Convolutional Code (IrCC) as an outer
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Fig. 1. Block diagram of the LSSTC aided iteratively-detected SP modulation.

code.
In Section II we present the encoding and decoding al-

gorithms of the novel LSSTC scheme and demonstrate how
the scheme can be combined with multi-dimensional SP
modulation. In Section III we quantify the capacity of the
LSSTC-SP scheme, followed by a discussion of the iterative
detection schemes invoked in Section IV. Finally, the attain-
able performance of these schemes is studied comparatively
in Section V, followed by our conclusion in Section VI.

II. LAYERED STEERED SPACE-TIME CODES USING

SPHERE PACKING MODULATION

A. Transmitter Model

A block diagram of the proposed LSSTC scheme is il-
lustrated in Figure 1. The antenna architecture employed
in Figure 1 has Nt transmit Antenna Arrays (AA) spaced
sufficiently far apart in order to experience independent fading
and hence to achieve transmit diversity. The L number of
elements of each of the AAs are spaced at a distance of
d = λ/2 for the sake of achieving a beamforming gain,
where λ represents the carrier’s wavelength. Furthermore, the
receiver is equipped with Nr � Nt antennas. According to
Figure 1, a block of B input information symbols “s” is
serial-to-parallel converted to K groups of symbol streams
of length B1, B2, · · · , BK , where B1 +B2 + · · ·+BK = B.
Each group of Bk symbols, k ∈ [1,K], is then encoded
by a component space-time code STCk associated with mk

transmit AAs, where m1 + m2 + · · · + mK = Nt. In this
contribution, we consider transmissions over a temporally
correlated narrowband Rayleigh fading channel associated
with a normalised Doppler frequency of 0.01.

The L-dimensional Spatio-Temporal Channel Impulse Re-
sponse (CIR) vector spanning the mth transmitter AA, m ∈

[1, · · · , Nt], and the nth receiver antenna, n ∈ [1, · · · , Nr],
can be expressed as

hnm(t) = anm(t)δ(t− τk)

=
[
anm,0(t), . . . , anm,(L−1)(t)

]T
δ(t− τk),(1)

where τk is the signal’s delay and anm,l(t) is the CIR with
respect to the mnth link and the lth element of the mth AA.
Based on the assumption that the array elements are separated
by half a wavelength, we have anm(t) = αnm(t) · dnm,
where αnm(t) is a Rayleigh faded envelope, dnm = [1,
exp(j[π sin(ψnm)]), . . . , exp(j[(L − 1)π sin(ψnm)])]T and
ψnm is the nmth link’s Direction Of Arrival (DOA).

B. Receiver Model

The received baseband data matrix Y can be expressed as
Y = HWX + N, where X represents the transmitted STC
symbols matrix, H is an (Nr ×Nt) matrix whose entries of
hnm are defined in Equation (1) and N denotes the AWGN
matrix whose entries have a variance of N0/2 per dimension.
Furthermore, W is a diagonal AA weight matrix, whose
diagonal entry wmn is the L-dimensional weight vector for
the mth beamformer AA and the nth receive antenna. In this
scenario, the MRC criterion based transmit beamformer, which
constitutes an effective solution to maximising the antenna
gain, is the optimum beamformer. Let wmn = d†

nm, where
the superscript † represents the conjugate transpose operation.
Then the received signal can be expressed as Y = LĤX+N,
where Ĥ is an (Nr × Nt) matrix, whose entries are αnm.
Moreover, Y can be written as Y = L

∑K
k=1 Ĥkxk + N,

where xk represents the component STC used at layer k, with
k ∈ [1, · · · ,K].

The most beneficial decoding order of the STC layers is
determined on the basis of detecting the highest-power layer
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CDCMC = max
p(S1),··· ,p(SM )

M∑
i=1

∫ ∞

−∞
. . .

∫ ∞

−∞︸ ︷︷ ︸
D–fold

p(S̃|Si) · p(Si) · log2

(
p(S̃|Si)∑M

v=1 p(S̃|Sv) · p(Sv)

)
· dS̃ [bit/sym]. (2)

first for the sake of a high correct detection probability. For
simplicity, let us consider the case of K = 2 STBC layers
and that layer 1 is detected first. The decoder computes an
orthonormal basis for the left null space of Ĥ2 and assigns
the vectors of the basis to the rows of a matrix Q, so that
Q · Ĥ2 = 0. Multiplying Q by Y suppresses the interference
imposed on layer 1, followed by direct STBC detection. Then,
the decoder subtracts the remodulated contribution of the
decoded symbols of layer 1 from the composite twin-layer
received signal Y. Finally, the decoder applies direct STBC
decoding to the second layer, since the interference imposed
by the first layer has been eliminated. This group-interference
cancellation procedure can be generalised to any Nt and K
values.

C. LSSTC and SP modulation

According to the previous discussion, the decoded signal
represents a scaled version of the transmitted signal corrupted
by AWGN. This observation implies that the diversity product
of the LSSTC scheme is determined by the minimum Eu-
clidean distance of all legitimate transmitted vectors. Our idea
is to jointly design the legitimate mk-component complex-
valued vectors (x1,x2,· · · ,xmk

), so that they are represented
by a single phasor point selected from a SP constellation
corresponding to a 2mk-dimensional real-valued lattice having
the best known minimum Euclidean distance in the real-valued
space R

2mk .
In this contribution we assume that each layer is constituted

by a twin-AA STBC scheme, i.e. mk = 2, ∀ k ∈ [0,K], which
means that the SP design required is 2mk=4-dimensional.
Assuming that there are Lsp legitimate vectors (xl,1, xl,2),
l = 0, 1, . . . , Lsp − 1, the transmitter then has to choose
the modulated signal from these Lsp legitimate symbols
to be transmitted over the two AAs. Assuming that S =
{sl = [al,1, al,2, al,3, al,4] ∈ R

4 : 0 ≤ l ≤ Lsp−1} constitutes
a set of Lsp legitimate constellation points from the lattice
D4 [16], upon introducing the notation Cl = {xl,1, xl,2} ={
al,1 + jal,2, al,3 + jal,4

}
, we have a set of constellation

symbols leading to the design of LSSTC signals, whose
diversity product is determined by the minimum Euclidean
distance of the set of Lsp legitimate constellation points in S.

III. CAPACITY OF LSSTC-SP SCHEME

Upon using the decoding order of (1, 2, · · · ,K), group k
will have a diversity order of mk × (Nr −Nt +m1 +m2 +
· · · + mk) = mk × Nrk. Thus, the received sphere-packed
symbol of layer k, assuming perfect interference cancellation,
can be described as s̃k =

∑Nrk

r=1 χ
2
2mkrsk + Δk, where

χ2
2mkr = L

∑mk

t=1 αrt represents a chi-squared distributed
random variable having 2mk degrees of freedom and Δk ∈ R

4

is the AWGN after decoding having a covariance matrix of
σ2

Δk
· I4 = χ2

2mk,r
·N0/2 · I4.

Let S̃ = (s̃1, s̃2, · · · , s̃K)T , S = (s1, s2, · · · , sK)T and
note that in conjunction with K groups there are M = (Lsp)K

number of possible SP phasor combinations. Thus, the achiev-
able capacity of the LSSTC scheme for transmission over
the Discrete-Input Continuous-Output Memoryless Channel
(DCMC) can be derived from that of the discrete memoryless
channel according to Equation (2) [17, 18], where p(Si) is the
probability of occurrence for the transmitted symbol vector
Si. Furthermore, since the components of the vectors S and
S̃ are independent, we have p(S̃|S) =

∏K
k=1 p(s̃k|sk).

Moreover, CDCMC in Equation (2) is maximised, when
the transmitted symbols are equiprobably distributed, i.e. for
p(Si) = 1

M [18]. Hence, we can write

log2

(
p(S̃|Si)∑M

v=1 p(S̃|Sv) · p(Sv)

)
=

log2(M) − log2

(
M∑

v=1

K∏
k=1

exp (Ψk,vi)

)
, (3)

where the term Ψk,vi is given by

Ψk,vi =
D=4∑
d=1

Nrk∑
r=1

(
−
(
χ2

2mkr[d] (sk,i[d] − sk,v[d]) + Δi[d]
)2

χ2
2mkr[d] ·N0

+
(Δi[d])

2

χ2
2mkr[d] ·N0

)
. (4)

Finally, Equation (2) can be simplified to

CDCMC = log2(M)

− 1
M

M∑
i=1

K∏
k=1

E

[
log2

(
M∑

v=1

K∏
k=1

exp (Ψk,vi)

)∣∣∣∣si

]
,

(5)

where E[A|B] is the expectation of A conditioned on B.
On the other hand, the Continuous-Input Continuous-

Output Memoryless Channel (CCMC) capacity of the pro-
posed LSSTC scheme can be expressed as CCCMC =∑K

k=1 E
[

D
2 log2

(
1 +

∑Nrk

r=1 χ
2
2mk,r

SNR
Nt

)]
[bit/sym] [17,

18]. Finally, the bandwidth efficiency is related to the capacity
according to η = C

D/2 in [bits/sec/Hz], where D is the
dimension of the constellation used [18].

IV. ITERATIVE DETECTION AND EXIT CHART ANALYSIS

The block diagram of the iteratively-detected LSSTC-aided
SP modulation is shown in Figure 1. In this contribution
we present three iterative detection aided SP assisted LSSTC
schemes. The first and second systems, referred to as System
1 and System 2 respectively, employ no iterations between the
Unity-Rate Code (URC) Decoder II and the SP demapper of
Figure 1. However, the two systems differ in the choice of the
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outer Encoder I, while System 1 employs a regular RSC code,
System 2 uses an IrCC. Finally, System 3 invokes three-stage
iterative detection exchanging extrinsic information between
the SP demapper, the URC Decoder II, and the outer RSC
Decoder I. In what follows, all the results presented charac-
terise an LSSTC-SP scheme using (Nt, Nr) = (4, 4), L=4
elements per AA, K=2 and Lsp = 16.

In the two-stage iterative detectors of System 1 and
System 2, the EXIT characteristics of Decoders I and
II can be described by the following two EXIT func-
tions, II,e(c1) = TI,c1 [II,a(c1)] and III,e(u2) =
TII,u2 [III,a(u2), Eb/N0] [14], where I.(x) denotes the mu-
tual information (MI) between the corresponding LLRs and
the bits x, while the subscripts a and e denote a priori and
extrinsic information, respectively.

Figure 2 shows the EXIT chart of System 1 employing a
turbo-detection aided channel-coded LSSTC-SP system using
Gray Mapping (GM). The main objective of employing EXIT
charts [14] is to predict the convergence behaviour of the iter-
ative decoder by examining the evolution of the input/output
MI exchange between the constituent decoders. The system
employs a rate RI=1/2 memory-2 RSC code in conjunction
with octal generator polynomials of (Gr, G) = (7, 5)8, where
Gr is the feedback polynomial. Encoder II is a simple URC
scheme, described by the pair of octal generator polynomials
(G,Gr) = (2, 3)8. The Gray Mapping (GM) of the bits to SP
symbols was used because no iterations are invoked between
the SP demapper and the decoders, and in this case a higher
initial MI and hence a higher starting point is achieved at
IA = 0 in the EXIT curve of Figure 2, where an open
convergence tunnel is formed around Eb/N0 = −8.5 dB.
The EXIT chart based convergence predictions can be veri-
fied by the Monte-Carlo simulation based iterative decoding
trajectory of Figure 2, where the trajectory was recorded at
Eb/N0 = −8.5 dB, while using an interleaver length of
D = 180, 000 bits.
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Fig. 3. 2D projection of the EXIT charts of the three-stage RSC-coded
LSSTC-SP scheme, when employing anti-Gray mapping aided SP in con-
junction with Lsp = 16, while using an interleaver length of D = 180, 000
bits.

On the other hand, it is a well-understood property of the
conventional 2D EXIT charts that a narrow but marginally
open EXIT-tunnel represents a near-capacity performance [19,
20]. Therefore, in System 2 we invoke IrCCs for the sake
of appropriately shaping the EXIT curves by minimising the
area within the EXIT-tunnel using the procedure of [19, 21].
Figure 2 also shows the EXIT chart of System 2 employing a
turbo-detection aided channel-coded LSSTC-SP system using
GM, where the iterations are carried out between the outer
1/2-rate IrCC and the inner URC decoders. Observe from
Figure 2 that an open convergence tunnel is formed around
Eb/N0 = −9.2 dB. This implies that according to the pre-
dictions of the EXIT chart of Figure 2, the iterative decoding
process is expected to converge at Eb/N0 = −9.2 dB.

On the other hand, in System 3 the extrinsic information
is exchanged between the SP demapper, the URC Decoder
II and the outer Decoder I. As seen from Figure 1, the
input of Decoder II is constituted by the a priori input
LII,a(c2) and the a priori input LII,a(u2) after appropri-
ately ordering the data provided by the SP demapper and
Decoder I, respectively. Therefore, the EXIT characteristics of
Decoder II can be represented by a three dimensional EXIT
chart. However, it is cumbersome to interpret the 3D EXIT
charts. Hence, we only show the 2D representation of the
corresponding EXIT charts. Figure 3 shows the 2D-projected
EXIT curve of the combined SP demapper and Decoder II
at Eb/N0 = −8.8 dB, when employing the best possible1

Anti-Gray Mapping2 (AGM). According to Figure 3, when
no inner iterations are carried out between the SP demapper
and Decoder II, the system requires Eb/N0 > −8.8 dB for
maintaining an open tunnel. However, observe that when I=1,
2 and 20 inner iterations are carried out, the open EXIT tunnel

1The best possible AGM was found by evaluating the achievable perfor-
mance of all AGM schemes.

2Anti-Gray Mapping (AGM) is used here to refer to any non-Gray mapping
scheme.
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is formed at Eb/N0 = −8.8 dB. Therefore, in our results we
use a single inner iteration that produces the same result and
imposes the lowest complexity. The EXIT chart prediction
of Figure 3, namely that an infinitesimally low BER may
be attained beyond Eb/N0 = −8.8 dB, is confirmed by the
decoding trajectory of Figure 3, which was recorded for an
interleaver depth of D = 180, 000 bits.

A. Maximum Achievable Rate

An upper limit on the maximum achievable rate of the sys-
tem can be calculated based on the area property of ĀI ≈ RI ,
where ĀI is the inverse of the area under the EXIT-curve of
Decoder I. More explicitly, it was observed in [20, 21] that the
outer Decoder I may have a maximum rate of Rmax

I ≈ AII at
a specific Eb/N0 value, where AII is the area under the EXIT
curve of the inner decoder. Therefore, if AII is calculated for
different Eb/N0 values, the maximum achievable bandwidth
efficiency in bits/sec/Hz may be formulated as a function of
the Eb/N0 value as follows

ηmax(Eb/N0) = Bsp ·RLSSTC−SP ·Rmax
I

≈ Bsp ·RLSSTC−SP · AII(Eb/N0), (6)

where Bsp = log2(Lsp) is the number of bits per SP
symbol and RLSSTC−SP = 1 for the system employing the
parameters outlined at the beginning of Section IV, since
T = 2 time slots are needed to transmit two SP symbols.
Additionally, Eb/N0 and Eb/N0 are related to each other as

follows Eb/N0 = Eb/N0 +10 log
(

Ro

AII (Eb/N0)

)
[dB], where

Ro is the original outer code rate used when generating the
EXIT curves.

The MIMO channel’s capacity curves recorded for the 4-
dimensional SP modulation assisted LSSTC scheme in con-
junction with (Nt, Nr) = (4, 4) and L = 4 elements per AA
are shown in Figure 4, portraying both the DCMC and CCMC
capacity curves as well as the maximum achievable rate of
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systems employing two-stage iteration between an outer code and a URC
decoders, as well as three-stage iterative system between an outer RSC,
intermediate URC decoders and an SP demapper.

the system derived from the EXIT curves. The discrepancy
between the two bandwidth efficiency curves shown in Fig-
ure 4 that are calculated using Equation (5) and Equation (6)
is due to the fact that Equation (5) was computed for the case
where perfect interference cancellation is considered at the
receiver. Therefore, Equation (5) constitutes an upper bound
on the system’s bandwidth efficiency, while Equation (6) con-
stitutes a tighter bound on the maximum achievable bandwidth
efficiency of the system considered in this paper.

V. RESULTS AND DISCUSSION

In this section, we consider a LSSTC-SP system associated
with Lsp = 16 in conjunction with (Nt, Nr) = (4, 4)
antennas. The overall bandwidth efficiency of the system is 2
bits/sec/Hz, i.e. the DCMC capacity limit is about Eb/N0 =
−10 dB, while the maximum achievable rate limit obtained
using EXIT charts is at Eb/N0 = −9.4 dB according to
Figure 4. Additionally, the presented results correspond to the
case, where perfect channel knowledge is considered at the
receiver.

Figure 5 compares the maximum achievable performance
of the three proposed iterative detection aided LSSTC-SP
schemes, while employing an interleaver depth of D =
180, 000 bits. Observe that the performance of System 1 and
System 3 matches the EXIT chart predictions of Figures 2
and 3 after I = 17 and I = 46 iterations, respectively.
Hence, System 1 and System 3 perform within 0.9 dB and
0.6 dB, respectively, from the maximum achievable rate limit.
However, System 2 does not closely match the EXIT chart
based convergence prediction at Eb/N0 = −9.2 dB even
after I = 100 iterations. This is due to the fact that at
Eb/N0 = −9.2 dB, the EXIT-tunnel of Figure 2 is narrow and
thus requires a significantly higher number of iterations than
I=100. Thus, after employing I=100 decoding iterations Sys-
tem 2 performs within 0.4 dB from the maximum achievable
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Fig. 6. Comparison of the coding gain at a BER of 10−5 versus the
complexity in MACS of the three proposed LSSTC-SP aided systems

rate limit. Additionally, System 3 employing SP outperforms
its counterpart dispensing with SP by 1 dB, as shown in
Figure 5.

Finally, Figure 6 shows the coding gain achieved at a BER
of 10−5 for each system versus the detection complexity
expressed in terms of Million Add-Compare-Select (MACS)
operations. Figure 6 demonstrates that System 1 has the
lowest complexity at a distance of 0.9 dB from the maximum
achievable rate limit, where the performance of System 1
approaches an infinitesimally low BER. System 3 is capable of
performing equally well in BER terms, while operating 0.3 dB
closer to the maximum achievable rate limit than System
1. However, this is achieved at the cost of almost doubling
the complexity. When employing as many as 100 decoding
iterations, System 2 becomes capable of performing within
0.4 dB from the maximum achievable rate limit, although
this is achieved at the cost of a complexity that is 20 times
that required for operating within 0.9 dB from the maximum
achievable rate limit using System 1.

VI. CONCLUSION

In this paper, we proposed a novel multi-functional MIMO
scheme that combines the benefits of STC, V-BLAST as well
as beamforming. The system is also combined with multi-
dimensional SP modulation, facilitating the joint design of the
AA’s space-time signals. The paper also quantifies the capacity
of the LSSTC-SP scheme and proposes a novel procedure
for computing an upper limit on the achievable bandwidth
efficiency of the system, which is based on EXIT charts.
Furthermore, we propose three near-capacity turbo-detected
LSSTC-SP schemes, where iterative detection is carried out
between the outer code’s decoder, the intermediate code’s
decoder and the LSSTC-SP demapper. Explicitly, the system
is capable of operating within 0.9 dB, 0.6 dB and 0.4 dB from
the maximum achievable rate limit. However, to operate within

0.6 dB from the maximum achievable rate limit, the system

imposes twice the complexity compared to a system operating
within 0.9 dB from the same limit. On the other hand, to
operate as close as 0.4 dB from the maximum achievable
rate limit, the system imposes a 20 times higher complexity
compared to the one operating within 0.9 dB from this limit.
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[21] M. Tüchler and J. Hagenauer, “EXIT charts of irregular codes,” in Proc.
Conference on Information Science and Systems, Princeton, NJ, pp. 748–
753, Mar. 2002.


