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Abstract— In this paper, a union bound on the er-
ror probability of coded multi-antenna systems over
block fading channels is proposed. The bound is
based on uniform interleaving of the coded sequence
prior to transmission over the channel. Using the
uniform interleaving argument the distribution of er-
ror bits over the fading blocks is computed. The pair-
wise error probability is derived for a specific dis-
tribution pattern of the error bits over the fading
blocks. We consider coded systems that concatenate
a binary code with a space-time block code (STBC).
The tradeoff between channel diversity and channel
estimation is investigated assuming pilot-aided chan-
nel estimation and the optimal channel memory is ap-
proximated analytically. Results show that the opti-
mal channel memory increases with increasing the
number of transmit antennas.

I. INTRODUCTION

Multipath fading is a main problem in designing
wireless communication systems. Coding techniques
are effective in mitigating fading by providing the re-
ceiver with channel diversity. The channel diversity is
defined as the number of fading realizations available
at the decoder to decode a codeword. Alternatively,
channel diversity can be provided at the transmitter
as in space-time block codes (STBC)s [1,2]. In the lit-
erature, infinite interleaving is assumed frequently to
simplify the performance analysis of coded systems
[3, 4], which is impossible in delay-sensitive applica-
tions. In practical communication systems the chan-
nel often exhibits memory. A popular model that cap-
tures the memory is the block fading channel [5], in
which a frame undergoes a number of independent
fading realizations, each affecting a number of con-
secutive signals. Recently, a union bound was derived
in [6] to analyze the performance of binary coded sys-
tems over block fading channels. In this paper, the
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union bound in [6] is generalized to the case of coded
STBCs over block fading channels is analyzed.

If the receiver knows the channel side information
(SI) perfectly, large channel diversity improves the
system performance resulting in an optimal channel
memory of unity. On the other hand, if the receiver
estimates the channel, long channel memory provides
more observations for each fading realization which
permits a better channel estimation. Thus if the
frame size is finite, there exists a fundamental trade-
off between the channel diversity and channel esti-
mation [7]. It is well known [8] that channel esti-
mation becomes more crucial to the performance of
space-time codes as the number of transmit antennas
increases. Moreover, increasing the number of trans-
mit antennas provides more space diversity at the cost
of more difficult channel estimation. In this paper,
the tradeoff between channel diversity and estimation
is investigated as well as the effect of the number of
transmit antennas on the optimal channel memory.

The paper is organized as follows. The system
model is described in Section II. Then, the union
bound on the error probability of coded STBCs over
block fading channels is discussed in Section III. In
Section IV, the pairwise error probability is derived
for the cases of coherent receivers with perfect and
imperfect channel SI at the receiver. Conclusions are
discussed in Section V.

II. SYSTEM MODEL

The coded system considered in the paper is shown
in Figure 1. The transmitter consists of a binary en-
coder, random interleaver, a modulator and a multi-
antenna transmission matrix. Time is divided into
frames of duration NT , where T is the transmission
interval of a bit. In each time interval of duration
kT , a rate-Rc encoder maps k information bits into
n coded bits, where Rc = k

n . Each coded bit is modu-
lated to a signal using BPSK with coherent detection.
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Fig. 1. The binary coded system with multi-antenna transmission.

The channel we adopt is a block fading channel, where
each frame is subject to F independent fading realiza-
tions, and a block of length m = �N

F � signals under-
goes the same fading realization. The coded bits are
interleaved prior to transmission over the channel in
order to spread burst errors in the decoder.

After encoding and interleaving, each nt signals are
mapped into a nt × nt transmission matrix Gnt

as
shown below for the case of nt = 2 [1]

G2 =
(

s1 s2

−s2 s1

)
. (1)

The transmission of Gnt
takes place in a time slot of

duration ntT , where the ith column of Gnt
is transmit-

ted over the ith transmit antenna during the time slot
of duration ntT . Thus the resulting STBC transmits
one coded bit every T seconds. To be able to detect the
STBC, the fading process from each antenna should
remain constant for at least one time slot, i.e., nt time
intervals. This constrains the channel memory length
to be a multiple of nt, where each fading block con-
tains m

nt
time slots each of length nt.

In the rest of the paper, the subscript of Gnt
is omit-

ted and small letters in bold are used to denote col-
umn vectors. The received vector in time slot l of the
f th fading block is given by

yf,l =
√

EsGf,lhf + zf,l, (2)

where zf,l is a length-nt column random vector with a
distribution CN (0, N0I) and I denotes the nt×nt iden-
tity matrix. The vector hf contains the channel gains
from the transmit antennas in fading block f and is
modeled as CN (0, I). The receiver employs sequence
decoding based on the detection scheme of STBC in
[1]. The decoder chooses the codeword S that maxi-
mizes the metric

m(Y,S) =
F∑

f=1

m/nt∑
l=1

Re{y∗
f,lGf,lhf}, (3)

where (.)∗ denotes the complex conjugate of a complex
vector. The union bound for block fading channels is
discussed in the following.

III. THE UNION BOUND

Throughout the paper, the subscripts c, u and b
are used to denote conditional, unconditional and bit
error probabilities, respectively. For linear convolu-
tional codes with k input bits, the bit error probability
is upper bounded [3] as

Pb ≤ 1
k

N∑
d=dmin

wdPu(d), (4)

where dmin is the minimum distance of the code, wd is
the number of codewords with output weight d, and
Pu(d) is the unconditional pairwise error probability
defined as the probability of decoding a received se-
quence as a weight-d codeword given that the all-zero
codeword is transmitted.

In block fading channels, Pu(d) is a function of the
distribution of the d nonzero bits over the F fad-
ing blocks. This distribution is quantified assuming
uniform interleaving of the coded bits over the fad-
ing blocks. Denote the number of fading blocks with
weight v by fv and define w = min(m, d), then the
fading blocks are distributed according to the pattern
f = {fv}w

v=0 if the following conditions are satisfied

F =
w∑

v=0

fv, d =
w∑

v=1

vfv. (5)

Denote by L = F − f0 the number of fading blocks
with nonzero weights. Then Pu(d) averaged over all
possible fading block patterns is given by

Pu(d) =
d∑

L=�d/m�

L1∑
f1=0

L2∑
f2=0

. . .

Lw∑
fw=0

Pu(d|f)p(f), (6)

where

Lv = min

{
L −

v−1∑
r=1

fr,
d − ∑v−1

r=1 rfr

v

}
, 1 ≤ v ≤ w.

(7)

The probability of a fading block pattern p(f) is

p(f) =

(
m
1

)f1
(
m
2

)f2
. . .

(
m
w

)fw(
mF
d

) .
F !

f0!f1! . . . fw!
. (8)

Using (6)-(8) in (4), the union bound for convolutional
codes over a block fading channels is computed. Since
the number of summations involved in computing (6)
increases as the channel memory length increases, a
good approximation to the union bound is obtained by
truncating the summation in (6) up to a small value of
d < N . This results in an approximation to the error
probability rather than an upper bound.
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Fig. 2. Bit error probability of a convolutionally coded STBC with
perfect SI and nt = 2.

IV. PAIRWISE ERROR PROBABILITY

In this section, the pairwise error probabilities for
coded STBC systems are derived for coherent detec-
tion with perfect and imperfect SI. The conditional
pairwise error probability Pc(d|f) is given by

Pc(d|f) = Pr
(
m(Y,S) − m(Y, Ŝ) < 0

∣∣H,S
)

, (9)

where H = {hf}F
f=1, Y = {yf}F

f=1 and Ŝ is the er-
ror codeword. Note that the d nonzero errors are dis-
tributed among the F fading blocks according to a pat-
tern f . The probability Pu(d|f) is found by substituting
the decoding metric in (9) and then averaging over the
fading gains. The cases of perfect and imperfect SI are
considered in the following.

A. Perfect SI

The conditional pairwise error probability results
from substituting the metric (3) in (9) as

Pc(d|f) = Pr


 L∑

f=1

w∑
l=1

κf,l < 0
∣∣∣H,S


 , (10)

where κf,l = Re{y∗
f,lEf,lhf} and Ef,l = Gf,l − Ĝf,l.

Here, Gf,l and Ĝf,l are the transmission matrices in
time slot l of the f th fading block corresponding to the
all-zero codeword and a weight-d error codeword, re-
spectively. Here, we use (.)T to denote the transpose
of a real matrix. In (10), κf,l is a Gaussian random
variable with conditional mean and variance given re-
spectively by

E
[
κf,l

∣∣Gf,l,hf

]
=

√
Esdf,l

nt∑
i=1

|hi
f |2, (11)
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Fig. 3. Bit error probability of a convolutionally coded STBC with
perfect SI and nt = 4.

Var
[
κf,l

∣∣Gf,l,hf

]
= df,lN0

nt∑
i=1

|hi
f |2, (12)

where df,l is the number of error bits in the time slot
l in the f th fading block. The error probability in (10)
simplifies to

Pc(d|f) = Q




√√√√2Rcγb

w∑
v=1

v

fv∑
l=1

nt∑
i=1

|hi
l|2


 . (13)

The unconditional pairwise error probability Pu(d|f)
is found by averaging over the fading gains and us-
ing the exact expression of the Q function, Q(x) =
1
π

∫ π
2

0
e(−x2/2 sin2 θ)dθ as

Pu(d|f) =
1
π

∫ π
2

0

w∏
v=1

(
1

1 + vRcγb/ sin2 θ

)ntfv

dθ. (14)

As study cases, a rate- 1
2 (23,35) convolutional code

with 4 memory elements is concatenated with a STBC
employing two and four transmit antennas with a
frame size of N = 2 × 512 coded bits. The union
bound was evaluated by substituting (14) in (4) and
summing over codewords with distances d ≤ 12. The
bound is compared to simulation results. In the sim-
ulations, the channel interleaver is chosen randomly
and is changed every 10 frames to account for the uni-
form interleaving argument.

Figures 2 and 3, show the results for the cases of
two and four transmit antennas, respectively for dif-
ferent channel memory lengths. It is observed that
the performance degradation due to increasing the
memory length reduces as the number of transmit an-
tennas is increased. This is expected since there is
more space diversity as the number of transmit anten-
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Fig. 4. Approximation of bit error probability of a convolutionally
coded STBC with imperfect SI (OPE receiver with Ep = Es) and
nt = 2.

nas increases, which reduces the sensitivity of the per-
formance to the number of independent fading blocks.

B. Imperfect SI

Now we consider the case of coherent receivers
with channel SI generated from pilot sequences. This
is achieved by transmitting nt orthogonal pilot se-
quences [8], each of length nt, over the nt antennas
in each fading block. If pilot sequences from different
transmit antennas are orthogonal, then the ML esti-
mator of the channel gain is

ĥi
f = hi

f + ei
f , (15)

where ei
f is the estimation error associated with the

channel from the ith transmit branch in fading block
f . The distribution of ei

f follows CN (0, σ2
e) where

σ2
e = N0

npEp
, where Ep is the energy spent on each pi-

lot signal. The correlation coefficient between the true
and estimated channel gains is defined as

µ =
E

[
hi

f ĥi∗
f

]
√

Var(hi
f )Var(ĥi

f )
=

1√
1 + σ2

e

. (16)

In [6] the ML decoding metric was shown to be dif-
ficult to implement in a Viterbi-like decoder as well
as being difficult to analyze. Hence a suboptimal de-
coding rule that maximizes the likelihood function
p(Y|Ĥ,S) is employed. It chooses the codeword S that
maximizes the metric

m(Y,S) =
F∑

f=1

m/nt∑
l=1

Re{yf,lGf,lĥf}. (17)
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Fig. 5. Approximation of bit error probability of a convolutionally
coded STBC with imperfect SI (OPE receiver with Ep = Es) and
nt = 4.

The received signal vector yf,l conditioned on the es-
timated channel gains is a complex Gaussian random
vector with mean µ

σ

√
EsGf,lĥf and covariance matrix

(N0 + ntEs(1 − µ2))I. Thus the pairwise error prob-
ability conditioned on the estimated fading gains is
given by (10) with replacing H and κf,l by Ĥ and
κ̂f,l = Re{y∗

f,lEf,lĥf}, respectively. Similar to the case
of perfect SI, κ̂f,l is a Gaussian random variable with
mean and variance given respectively by

E
[
κ̂f,l

∣∣Gf,l, ĥf

]
=

µ

σ

√
Esdf,l

nt∑
i=1

|ĥi
f |2, (18)

Var
[
κ̂f,l

∣∣Gf,l, ĥf

]
=

(
N0 + ntEs(1 − µ2)

)
df,l

nt∑
i=1

|ĥi
f |2.

(19)

Using the mean and variance of κ̂f,l, the pairwise er-
ror probability conditioned on the estimated fading
gains is given by (13), with γ̂b = µ2γb

1+ntRcγb(1−µ2) re-
placing γb. Thus the unconditional error probability
is found by averaging over the estimated fading gains,
resulting in (14) with the SNR value being γ̂b. Chan-
nel estimation using pilots with Ep = Es is referred
to as only pilot estimation (OPE), with an estimation
error variance of σ2

e = N0
Es

.
In systems using pilot-aided channel estimation, np

coded bits are punctured every m coded bits and re-
placed by a pilot sequence of length np. This reduces
the error correcting capability of the code as the chan-
nel memory length becomes shorter which degrades
the performance. The results for two transmit an-
tennas with imperfect SI using an OPE receiver with
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nt = 2 to achieve Pb = 10−4 versus Ep/Es for the OPE receiver.

np = nt are shown in Figure 4. Note that the energy of
the pilot sequences is taken into account in the SNR
axis. In all cases the memory length m = 8 performs
the worst among the shown curves because the result-
ing code is weak due to puncturing two coded bits ev-
ery 8 coded bits. Using an OPE receiver, the case of
m = 64 outperforms all other cases in the low SNR re-
gion, whereas the case of m = 32 starts to improve and
becomes the best after an SNR value of 7 dB. Also, ob-
serve that the case of m = 16 outperforms the m = 128
case, which is reversed at low SNR.

When the energy allocated for the pilot signal is var-
ied, the performance of an OPE receiver is expected to
change as a function of the channel memory. The en-
ergy per information bit is written as a function of the
energy allocated for transmitting signals and pilots as

Eb =
(m − np)Es + npEp

mRc
. (20)

Thus for a fixed channel memory, there exists an opti-
mal value for pilot energy. Results for optimizing the
pilot energy allocation are shown in Figures 6 and 7
for the cases of two and four transmit antennas, re-
spectively. From the figures, we observe that the op-
timal pilot energy allocation is almost independent of
the number of transmit antennas. This is mainly be-
cause the optimal pilot energy allocation is governed
by the ratio of energy spent on estimating the chan-
nel, and this ratio is a function of the channel memory
length only. As in single-antenna systems, optimizing
the pilot energy results in an SNR gain as large as 1
dB over the case where Ep = Es.

V. CONCLUSIONS

In this paper, a union bound on the performance
of binary coded systems employing STBCs over block
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Fig. 7. SNR required for the convolutionally coded STBC with
nt = 4 to achieve Pb = 10−4 versus Ep/Es for the OPE receiver.

fading channels was derived. Results show that the
SNR degradation due to channel memory reduces as
the number of transmit antennas is increased. More-
over, under imperfect channel estimation conditions,
the tradeoff between channel estimation and channel
diversity was investigated and the optimal channel
memory was approximated. It is observed that the op-
timal channel memory increases with increasing the
number of transmit antennas.
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