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Abstract

In this paper new union bounds are derived for coded
direct sequence spread spectrum (DSSS) with RAKE re-
ceivers over frequency-selective Nakagami-m fading chan-
nels. The union bounds are expressed in the product form,
which makes them easily evaluated using the transfer func-
tion of the code. The bounds are general to any number of
resolvable multipath components and coding scheme with
a known transfer function. Results show that the proposed
bounds are tight to simulation results.

1 Introduction

In spread spectrum communication systems, the channel
is a frequency-selective fading channel due to the multiple
received paths. This is mainly because the signal bandwidth
is larger than the channel coherence bandwidth. However,
if the receiver can resolve the signal paths using a RAKE
receiver, the inherent diversity in the multipath signal can
be exploited using the maximal-ratio combining (MRC).
MRC is the optimal combining scheme in diversity systems
in which the outputs of the matched filters of the RAKE
fingers are added after being weighted by the fading atten-
uation of each finger. The resultant signal-to-noise ratio
(SNR) at the output of the combiner is the sum of the SNR’s
of the L RAKE fingers.

In the literature, most of the performance analysis of
coded DSSS is based on using the moment generating func-
tion (MGF) approach, see [5] and the references therein.
However, using the MGF approach imposes the use of nu-
merical integration to evaluate the union bound. Simple
union bounds for coded DSSS were derived in [1, 6] for
Rayleigh fading channels. In this paper, new union bounds
on the bit error probability of coded DSSS systems over
Nakagami-m fading channels are derived. The bounds are

presented in the product form allowing efficient computa-
tion of the bound using the transfer function of the code.

The paper is organized as follows. In Section 2, the
coded DSSS system is described. The average error per-
formance of coded DSSS systems is derived in Section 3.
The paper is concluded with main outcomes in Section 4

2 System Model

The transmitter in a coded DSSS system is gener-
ally composed of an encoder, interleaver, spreading block
and a modulator. A rate- K

N encoder encodes a block of
K information bits and produces a sequence of signals
S = {sn}N

n=1. The encoder might be convolutional,
turbo, trellis-coded modulation (TCM) or any other coding
scheme. For each spread signal sn transmitted at time n,
there are L received resolvable paths yn = {yn,l}L

l=1. Each
propagation path is characterized by its gain whose enve-
lope is an = {an,l}L

l=1 , which is modeled as Nakagami-
m distributed random variables. The channel will be fre-
quency selective if L > 1. The decoder is a Viterbi decoder
which performs Maximum Likelihood (ML) decoding with
perfect channel state information.

Coherent receiver is employed, and hence the phase of
the channel gains affecting different received multipath fin-
gers are assumed to be known at the RAKE receiver. For
the nth symbol in the codeword, the matched filter output
of the lth RAKE branch is given by

yn,l =
√

Esan,lsn + zn,l, (1)

where Es is the average received signal energy per RAKE
finger, zn = {zn,l}L

l=1 are noise samples which are i.i.d.
complex Gaussian random variables with zero-mean and
noise variance of N0. The coefficients an = {an,l}L

l=1

are the fading amplitudes of the L RAKE fingers modeled
as correlated and non-identically distributed Nakagami ran-
dom variables. The RAKE fingers are assumed to be uncor-
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related. The lth finger branch is assumed to have a mean of
wi that can be different from other diversity branches such
that

∑L
l=1 w2

l = L.

3 Pairwise Error Probability

The pairwise error probability (PEP) is defined as the
probability of decoding a codeword S as another codeword
Ŝ. In the following the PEP is written in the product form
as

P (S → Ŝ) = Kc ×
N∏

n=1

W (sn, ŝn), (2)

where S and Ŝ are the the correct and decoded codewords,
respectively. In (2), W (sn, ŝn) is the error weight profile
between ŝn and sn, and Kc is a tightening constant that
does not depend on the error sequence. The case of Kc = 1
results when the Chernoff bound is used to upper bound the
pairwise error probability [4, 6]. This form enables the use
of the transfer function of the code to evaluate the union
bound on the bit error probability.

In the following, the work of [1] is extended to the case
of Nakagami fading channels. The conditional PEP for
MRC diversity can be written as

P (S → Ŝ|A) = P
( N∑

n=1

L∑
l=1

(|yn,l −
√

Esan,lsn|2

−|yn,l −
√

Esan,lŝn|2
) ≥ 0

∣∣∣A), (3)

where A is a vector that contains the fading gains affecting
a codeword. The conditional PEP can be simplified as

P (S → Ŝ|A) = P

(
ξ ≥ Es

N∑
n=1

L∑
l=1

a2
n,l|sn − ŝn|2

∣∣∣A
)

,

(4)
The conditional PEP for a RAKE receiver can be written as

P (S → Ŝ|A) =
1
2
erfc



√√√√ N∑

n=1

dnγn


 , (5)

where dn = Es|sn − ŝn|2/4N0, Es is the received sig-
nal energy, N0/2 is the noise variance affecting each sig-
nal, and γn =

∑L
l=1 a2

n,l represents the effective channel
at the output of the RAKE receiver. As assumed in [6],
the differences between the delays of the resolvable mul-
tipath components are larger than the inverse of the signal
bandwidth, so the propagation paths can be approximately
uncorrelated, resulting in i.i.d. Nakagami random variables,
γn has a Gamma distribution with parameter mL.

Since the fading affecting different RAKE fingers are as-
sumed to be i.i.d. and al’s are Nakagami random variables,
the probability density function (pdf) of γn is given by

fγn
(γ) =

mmL

Γ(mL)
γmL−1e−mγ , γ ≥ 0, m ≥ 0.5, (6)

where Γ(·) is the Gamma function. The unconditional PEP
is found by averaging (5) over the statistics of the γn’s as

P (S → Ŝ) =
1
2

∫ ∞

0

. . .

∫ ∞

0

erfc



√√√√ N∑

n=1

dnγn




×fγ(γ1) . . . fγ(γN )dγ1 . . . dγN . (7)

Define

δn =
dn

1 + dn/m
and ωn = γl(1 + dn/m). (8)

Then, the PEP becomes

P (S → Ŝ) =
1
2

∏
l∈η

1
(1 + dn/m)mL

×
∫ ∞

0

. . .

∫ ∞

0

erfc


√∑

n∈η

δnωn


 exp


 Nη∑

n=1

δnωn




×fω(ω1) . . . fω(ωNη
)dω1 . . . dωNη

, (9)

where η = {n : sn �= ŝn} and Nη = |η| is the minimum

time diversity of the code. Define Ω =
∑Nη

n=1 ωn, then the
pdf of Ω is given by

fΩ(Ω) =
mmLNη

Γ(mLNη)
ΩmLNη−1e−mΩ, Ω ≥ 0, m ≥ 0.5.

(10)
Let δm = min{δn, n ∈ η}, and note that

∑Nη

n=1 δnωn ≥
δmΩ. Since erfc(

√
x)ex is a monotonically decreasing

function for x ≥ 0, then the PEP can be upper bounded
as

P (S → Ŝ) ≤ J

2


 Nη∏

n=1

1
(1 + dn/m)mL


 , (11)

where

J =
mmLNη

Γ(mLNη)

∫ ∞

0

erfc
(√

δmΩ
)

×ΩmLNη−1eΩ(δm−m)dΩ. (12)

In the following, the integral in (12) is simplified using two
approaches resulting in two upper bounds on the PEP. In
the following, the integral in (12) is simplified using two
approaches resulting in two upper bounds on the PEP.
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Figure 1. Bit error probability of a convolu-
tionally coded DSSS with a RAKE receiver
in Nakagami fading with m = 2 and different
number of resolvable multipath fingers.

Using Eq. (6.286) of [2], the integral in (12) can be eval-
uated as

J =
mmLNηΓ(mLNη + 0.5)√
πmLNηΓ(mLNη)δmLMη

m

× 2F1

(
mLNη,mLNη + 0.5;mLNη + 1; 1 − m

δm

)
,

(13)
where 2F1(., .; .; .) is the Gaussian confluent hypergeomet-
ric function [2]. Defining x = 1− m

δm
and using the relation

2F1(α, β; γ; z) = (1 − z)−α
2F1(α, γ − β; γ; z/(z − 1))

results in

J =
mmLNηΓ(mLNη + 0.5)√

πΓ(mLNη + 1)δmLNη
m

(1 − x)−mLNη

× 2F1

(
mLNη, 0.5;mLNη + 1;

x

x − 1

)
. (14)

Using the relation 2F1(α, γ−β; γ; z) = αz−αBz(α, γ−
β) and substituting (14) in (11), the PEP can be finally sim-
plified to

P (S → Ŝ) ≤ Γ(mLNη + 0.5)
2
√

πΓ(mLNη)
x−mLNη (x − 1)mLNη

×Bx/(x−1)(mLNη, 0.5)
Nη∏
n=1

1
(1 + dn/m)mL

,

(15)

5 6 7 8 9 10 11 12
10

−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

E
b
/N

0
 (dB)

P
b

 L= 1

 L = 2

 L = 3

Bound 1
Bound 2
Simulation

Figure 2. Bit error probability of an 8PSK TCM
coded DSSS with a RAKE receiver in Nak-
agami fading with m = 4 and different num-
ber of resolvable multipath fingers.

where Bx(., .) is the incomplete Beta function defined in
[2]. Bound 1 can be finally expressed as

Pb ≤ 1
k

Γ(mLNη + 0.5)
2
√

πΓ(mLNη)
x−mLNη (x − 1)mLNη

×Bx/(x−1)(mLNη, 0.5)
∂T (D, I)

∂I

∣∣∣∣
I=1,D=(1+dn/m)−mL

,

(16)
where T (D, I) is the transfer function of the code.

Another way to simplify the term J is as follows. Mak-
ing the change of variable ξ = Ω(m − δm) and using the
integral form of the Q(.) function, the integral in (12) can
be written for integer Nakagami parameter, m as

J =
1

(1 − δm/m)mLNη

∫ ∞

0

(√
2
π

∫ ∞
√

2νξ

e−τ2/2dτ

)

× ξmLNη−1e−ξ

(mLNη − 1)!
dξ, (17)

where ν = δm

m−δm
. Changing the order of integration and

using the properties of the number of arrivals in a Poisson
random process as in [3], (17) simplifies to

J =

√
δm/m

(1 − δm/m)mLNη

∞∑
r=mLNη

(
1 − δm/m

4

)r (2r

r

)
.

(18)
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Following [3] and substituting (18) in (11) and using the
transfer function of the code, Bound 2 can be expressed as

Pb ≤ 1
k

4−mLNη

2
√

δm/m

(
2mLNη

mLNη

)

×∂T (D, I)
∂I

∣∣∣∣
I=1,D=(1+dn/m)−mL

. (19)

The proposed union bounds are shown in Figures 1 and 2
for a rate-1/2 (5,7) convolutionally coded BPSK and the
8-state 8PSK TCM [4], respectively. It is worth mention-
ing that MATLAB package was used in the computation
of the proposed bounds. In the figures, Eb/N0 represents
the SNR per information bit where Es = RcEb and the
performance is shown for channels with different number
of resolvable multipath components. We observe that the
proposed bounds are tight to simulation results for a wide
range of SNR, resolvable multipath components and Nak-
agami parameters.

4 Conclusions

Union bounds on the bit error probability of coded coher-
ent DSSS systems over Nakagami-m fading channel were
derived. Results show that the proposed bounds are tight to
simulation results. Furthermore, proposed bounds are ex-
pressed in closed forms and simple to evaluate using the
transfer function of the code.
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