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ABSTRACT 

In this papel; we propose an eficient method to analyze the 
performance of coded multi-carrier systems over multipath 
jading channels. The computation complexity is low and 
moreover, the analysis is able to capture the system per- 
formance with a speciJic interleaver which is not possible 
under the common unform interleaving assumption. The 
framework in this paper can also be generalized to coded 
multi-channel systems that suffer j m m  correlated jading 
process. 

I.  INTRODUCTION 

An approach of achieving high data rates is the use of 
ultra-wideband (UWB) [I]-[3]. Although the majority of 
the initially proposed UWB systems were single-camer 
(SC) systems employing bandwidths in excess of 500 MHz 
[4]-[8], there has been recent interest in employing multi- 
canier (MC) signaling. Among the primary motivations for 
this development is the flexibility afforded by a MC scheme 
with regards to adapting to heterogeneous spectrum allo- 
cations across various countries. In addition, MC systems 
can avoid the non-intentional interference generated by 
WLAN systems operating at 5 GHz, whereas SC schemes 
require interference mitigation techniques such as nonlinear 
processing or notch filtering. 

In order to optimize the system configuration for a 
wideband MC system, we need to have an efficient way 
to obtain the system performance over practical channels, 
multipath fading channels. Since the number of carriers is 
usually large in a wideband MC system, simulation of such 
system would consume a huge amount of time. In the litera- 
ture, several papers analyze the performance of coded MC 
systems under multipath fading. Due to the difficulty of 
analyzing the system performance, various approximations 
are generally made to facilitate the performance analysis. 

This work was supported in pan by the National Science Foundation 
under grant ESC-9979347 and the Office of Naval Research under grant 
N00014-03- 1-0232. 

In [9], [lo], it is assumed that the fading level experienced 
by each coded bit is independent from the others due to 
the bit interleaving prior to the transmission. This is not 
true in reality since finite interleaving does not completely 
eliminate the correlation among the fading levels. In [ll], 
[12], the pairwise error probability is expressed in terms 
of the eigenvalues of some matrix that depends on the 
error pattern. The disadvantage of the method is that the 
eigen-decomposition corresponding to each error pattern 
should be computed, which requires high computation 
complexity. As a result, the system performance can only 
be approximated by the pairwise error probabilities of a 
few error patterns, which reduces the accuracy. In [13], 
the performance of a Reed-Solomon coded MC system is 
analyzed. yet the work can not be generalized to coded 
systems that apply soft decision decoding. 

In this paper, an efficient method is proposed to analyze 
the performance of coded MC systems over multipath 
fading channels. In particular, the performance analysis 
can be efficiently performed for most well-behaved coded 
MC systems such as turbo coded MC systems due to 
one of their important features. That is, the number of 
codewords with small weights is usually small. By deriving 
a simple expression for the painvise error probability, we 
can consider all small weight codewords and sum up the 
corresponding painvise error probabilities to obtain an 
approximation to the packet error rate (PER) for the system 
with a specific interleaver prior to the transmission. There 
are several advantages of our method over the existing 
methods. First, the computation complexity is low. Sec- 
ondly, the system performance with a specific interleaver 
can be captured while the common uniform interleaving 
assumption can only give the average performance over 
all possible interleavers, which could be far away from the 
actual performance. Finally, the framework in this paper is 
not restricted to the correlated fading process of different 
frequencies. It can be generalized to other coded multi- 
channel systems that suffers from correlated fading process 
in time or space. For example, it can he generalized to a 
coded TDMA system with slow time variation of the fading 
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process. 
This paper is organized as follows. In Section 11, the sys- 

tem and the channel models are described. In Section 111, 
the PER approximation and the pairwise error probability 
are derived. In Section IV, various numerical examples are 
demonstrated and discussed. Finally, the conclusions are 
addressed in Section V. 

11. MODEL DESCRIPTION 

Fig. 1. System model. 

In this paper, we consider a multi-camer system as 
shown in Fig. 1. The data bit sequence x of length K is first 
encoded to c, and then interleaved to ~ ( c ) .  After BPSK 
modulation and serial-to-parallel operation, the modulated 
signals are transmitted through N different camers with 
camer frequencies f1, fi, . . . , fjv. The signals then pass 
through the multipath fading channel to the receiver, which 
operates in the reverse order of the transmitter to get the 
estimate of x. The length of the codeword is N, = E, 
where R, denotes the code rate. 

The delay power profile of the multipath channel has the 
form 

L 

P h ( t )  9 6( t  - TI) ,  (1) 
I=1 

where L denotes the number of paths, PI is the power, and 
TI is the delay of the I t h  path, 0 < TI < . . . < TL. The 
channel is modelled as a linear time invariant filter with 
impulse response 

I=1 

where fading levels {ai}  are independent complex Gaus- 
sian. random variables with uf = 9. The frequency 
response of the channel is 

L 

1=1 
(3) 

The bandwidth of each carrier are assumed to be smaller 
than the coherence bandwidth (z ~, 'TL)  so that the fading 
is flat within the bandwidth of each camer. The fading 
level experienced by the ith camer is H, 4? H ( f i )  which 
is complex Gaussian with mean 0 :and variance E,"=, 9. 
If an encoded bit bi is transmitted by the i f h  camer, the 
received decision statistic of the bit would be 

Y i = ( - l ) b " I H i l ' ~ ~ + n i ,  (4) 

were Eb is the hit energy and ni - .Y(O, 9)  the Gaussian 
noise. Note that while {ni} are independent, the fading 
levels { H i }  are not, which introduces the main obstacle in 
analyzing the system performance. 

The main focus of this work is 011 the effect of the mul- 
tipath fading on the performance of a coded MC system. 
Hence, we assume that the receiver has perfect channel 
information, and interchannel interftxence is negligible due 
to the time invariance of the channel. However, the work 
can be generalized to include interference analysis as well 
as the effect of channel estimation errors. 

111. PERFORMANCE ANALYSIS 

A. Packet Error Rate Approximation 

The channel coding considered in this paper can he either 
a convolutional code or a turbo code. The weight spectrum 
of the code is defined as 

A ( D )  x a d . D d ,  (5 )  
d>O 

where a d @  indicates that there are a d  different codewords 
with Hamming weight d (the term "weight" will refer to 
Hamming weight hereafter). Note that for convolutional 
codes, if an input sequence generates a code weight of d ,  
all of the shifts of the input sequence also generate the same 
code weight. In other words, this group of almost K input 
sequences generate the same code weight. Thus for most 
well-behaved convolutional codes, the coefficients { a d }  of 
the dominanr code weights, i.e., small code weights, are 
usually only of order K ' .  On the other hand for turbo 
codes, due to the bit interleaving in turbo encoding, an 
input sequence that generates a small code weight does 
not imply all of its shifts would generate the same turbo 
code weight. Thus { a d }  of the dominant code weights 
are smaller than the case of convolutional codes. We can 
conclude that for most well-behaved convolutional codes 
and turbo codes, { a d }  of the dominant code weights are at 
most of order K .  

'This statement is true unless there exisis a loop with zero-input and 
zero-output in the state diagram of the convolutional code. This son 
of a code should be avoided in practice since it brings out very small 
weight codewords. 
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The PER of the system is upper bounded by union bound 
[14]. We can approximate the PER by the sum of the 
dominant terms in the union bound. Since the dominant 
terms are associated with small code weights, we are only 
interested in small weight codewords. Assume that only W 
smallest code weights dl < d2 < . . < dw are of interest. 
Let C, be the set of such codewords, the cardinality of C, 
is IC,l = xEl ad,. For convolutional codes, codewords in 
C, can he obtained easily through the Viterbi algorithm: 
while for turbo codes, we should apply efficient algorithms 
in [15]-[17]. 

For each c t C,, if we can compute the pairwise error 
probability P,{O 4 c }  between the all-zero codeword 0 
and c, the PER approximation can be obtained as 

PER zz 1 Pv{O + c } .  (6) 
CE c, 

Since for most well-behaved convolutional codes and turbo 
codes, ad is only of order K for small d.  This implies IC,l 
is at almost of order K .  As we will see in Section 111-B, 
P,{O 4 c }  can be quickly approximated through simple 
expressions. Therefore the computation complexity of the 
PER approximation is also at most of order K ,  which is 
very efficient. 

B. Pairwise Error Probability 
Before we derive the approximation for the pairwise 

error probability P,{O ---t c }  with a specific interleaver 
?r prior to the transmission, we first define ?r i ( c )  as the 
fraction of the interleaved codeword T ( C )  transmitted dur- 
ing the i t h  use of the channel. We can obtain { ? r i ( c ) }  

by directly feeding ?r (c )  to the serial-to-parallel operator 
without BPSK modulation, i.e. 

[ I r ( C ) T , O , O , " .  , O ]  = [ T 1 ( C ) T , ? r Z ( C ) T , . . '  , i T M ( C ) T  IT. 

(7) 
Note that we might need to pad q zeros to n(c)  to make 
the overall length N, + q = MN, where 0 5 q < N and 
recall N is the number of carriers. This implies that we 
need to use the channel M times to transmit the whole 
packet. 

Now define A = [ IH1l2, IH2I2,. . . , l H ~ l '  I T .  we have 
the following 

P,{O + cl 

where f (H) and f ( A )  are the probability density functions 
and yb e R. Note that 4 E,"=, A T ? r i ( c )  is the square 
of the Euclidean distance between the noiseless receptions 
of ~ ( 0 )  and ~ ( c ) .  The main difficulty in evaluating (8) is 
that {IHil*} are correlated exponential random variables 
with the same mean E,"=, 9. Currently there is no simple 
means to find the joint probability density function f ( A ) .  
Even if we know the form of f ( A ) ,  the integration in (8) 
is still untractable since N is typically not small in an 
ordinary MC system. To solve this problem, let us consider 
the Karhunen-Lohe expansion [I81 of A: 

D 

l=I 

{Ql} is the set of orthonormal eigenvectors of matrix 
KA = [Ki,j] where 

Ki,3 = cov (IHi(2, jH3(2) 

s=1 t=1 

and P is the rank of KA. On the other hand, {pi} are 
unconelated random variables with unknown distributions. 
Note that 

D N 

k=l i=l 

where denotes the ith element of Xjl. As we can see, 
/3~ is a linear combination of N random variables { ( H * ( 2 } .  
Although { IHiI'} are correlated, the correlation between 
IHiI2 and lHjI2 is not strong if I f i  - f j l  is greater than 
the coherence bandwidth (E ~ / T L ) .  In other words, the 
correlation dies out as (i - j (  increases. Furthermore, N 
is usually not small. According to Central Limit Theory 
for dependent variables [19], these observations suggest 
that & should behave very close to a Gaussian random 
variable. Thus we will assume /3l N N(p1,  Xl), where pl = 
(CL, P k ) ( C E l  Xjl,i) and is the eigenvalue associated 
with Xjl. Since {oi} are uncorrelated and Gaussian, they 
should be independent. Notice that the Euclidean distance 
square can be expressed as 

i= l  1=1 i=l 

We can compute the mean pc and variance n: of d: easily 
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by 

P M  

~c = C P I C * T " ~ ( ~ ) ,  (13) 
f=1 i=l 

2 P M 

uc 2 = p1 ( p M c 1 )  ' (14) 

Since {DJ} are independent Gaussian random variables, we 
should expect @ to be Gaussian. However, since d', is 
always nonnegative, the probability density of it should 
be zero for all negative realization. This is obviously not 
true for any Gaussian random variable. In numerical ex- 
periments, this would cause an unacceptable error in PER 
approximation even when the Gaussian random variable 
has a probability density very close to 0 in negative region. 
Since da is chi-square distributed if Hi's are all indepen- 
dent, chi-square distribution would be a better candidate to 
approximate the distribution of da. The probability density 
function of da is approximated by 

where n and U can be computed by 

Hence the final form of the pairwise error 
be obtained as 

P,IO + c) 

Y -1, (15) 2u2 

(16) 

probability can 

Clearly, the chi-square approximation is the main source 
of error in our analysis. However since the parameters can 
be computed very efficiently and the resulting union hound 
is not very far from the actual performance, we regard it 
as a good choice. We also want to point out that although 
we can compute pc  and U," without the Karhunen-L&ve 
expansion, the expansion does help us reduce the amount 
of computation to get pc and U,". The Karbunen-L&ve 
expansion only needs to be done once for the channel to 
obtain {*I} and {AI}, which are independent of c. After 
that, we can compute n and U easily for any ccdeword c 
and any specific interleaver T. Since &(.) decays very fast, 
(17) can be computed by numerically integrating over an 
finite interval. Hence we can obtain P,{O + c }  in a fast 
manner for any c. 

Fig. 2. Delay power profile of the channel 

10. 

FbtWo Ids1 

Fig. 3. Repetition coded system with 10 MHz bandwidth. R, = 

1/16, data length= 64, 128 carriers. 

Fig. 4. 
width. R, = 1/3, data length= 1024, 128 carriers. 

(1,5/7,5/7) turbo coded sy:item with 10 MHz hand- 
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Fig. 5.  
systems. E, = 1/3, data length= 1000. 

10 MHz and 500 MHz (1,33/37,33/37) turbo coded 

IV. NUMERICAL EXAMPLES 

Throughout this section, we use the same channel model, 
a 12-path Rayleigh fading channel with delay spread equal 
to 1.01 ps. The delay power profile of the channel is 
shown in Table 1. The union bound approximation for 
turbo coded systems are all computed by summing up the 
first 10 dominant terms corresponds to the 10 smallest code 
weights. In Fig. 2 we consider a repetition coded system 
in which each data packet consists of 64 bits and each bit 
is repeated 16 times. In Fig. 3, we consider a turbo coded 
system. Both systems have the same bandwidth 10 MHz. 
As we can see, our union bound approximation works 
better for the repetition coded system. Thk is because 
the distance stmcture of the repetition is much simpler 
than the turbo code. Hence, after we transmit a codeword 
through the multipath fading channel and decode it, the 
Euclidean distance squared between the transmitted and 
decoded codewords (if distinct) has more variations in 
the turbo coded system than the repetition coded system. 
Hence the distribution of the Euclidean distance squared is 
more complicated, and the chi-square approximation would 
be less accurate. However, it can be seen that our union 
bound and lower bound (pairwise error probability between 
all-zero codeword and the minimum weight codeword) 
approximations differ by 3 dB with the simulation curve 
falling in between. This can give us a good idea about 
the performance of the turbo coded system in high SNR 
region. 

In Fig. 4, we compare the performance of a turbo coded 
system in two extremely different setups. One has 10 MHZ 
bandwidth with 1000 carriers, while the other one is a 

500 MHz wideband system with 512 carriers. As we can 
see, the union bound approximation works better for the 
wideband system. This is because for a wideband system, 
the carriers are further away from each other. Hence the 
fading levels experienced by them are less correlated. As a 
result, chi-square approximation works better and thus our 
union bound approximation perform well for wideband 
systems. The graph shows that the wideband system clearly 
outperforms the 10 h4Hz system in all SNR region. This 
may not be the case if imperfect channel estimation is 
considered. 

V. CONCLUSIONS 
In this paper, we proposed an efficient method to analyze 

the performance of a coded multi-camer system over 
multipath fading channels. The union bound approximation 
works especially well for wideband systems. This enables 
us to efficiently examine and optimize the system config- 
uration for coded wideband systems over multipath fading 
channels in the future. 
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