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Abstract—In CDMA systems, the capacity of ac-

quisition systems is essentially limited by the number

of simultaneous users that can achieve and maintain

code synchronization rather than by the number of

users that can maintain a certain BER performance.

This paper presents modified PN code acquisition hy-

brid scheme employing adaptive filter and it has been

shown that for the same SNR conditions, the modified

system takes less time for code acquisition in Multiuser

environment compared to other schemes as well as it

can achieve the BER based capacity.

I. Introduction

Code synchronization is a very important and essential
part of any spread spectrum system in order to remove the
spreading effect induced by the transmitter and to exploit
the processing gain of the spread signal. Code synchroniza-
tion must be maintained for the duration of communica-
tion. Code synchronization is usually developed over two
steps, namely acquisition and tracking ([1] [2] [3] [4]). Ac-
quisition is the process by which the two codes are coarsely
aligned such that the phase offset between them is within
a chip duration. Tracking is used to minimize the delay
offset within a certain fraction of a chip and to maintain
the time alignment of the two codes.
Two principal methods are used to acquire the code phase.
In serial search method, a locally generated PN code is
correlated with the incoming sequence and the correlator
output is compared to a threshold and either the position
or maximum correlation or the first correlation that ex-
ceeded a preset threshold is selected [5]. This technique
has poor performance especially if the uncertainty region
is large.Serial search has light complexity requirements. In
parallel, all chip phases are tested simultaneously, using
either convolvers [6], or matched filters [7]. Parallel acqui-
sition is fast but the system can be prohibitively expensive
if spreading sequence lengths of more than a few hundred
chips are used. A hybrid acquisition system is a compro-
mise between acquisition speed with hardware complexity.
This is achieved by dividing the uncertainty region into
disjoint intervals of more than one cell. The system starts
searching the intervals sequentially while the cells within
each interval are tested concurrently.
In CDMA systems, the Multiple Access Interference (MAI)
can be dominant and the acquisition performance of both
the simple correlator and the matched filter schemes is sig-
nificantly degraded. Hence the capacity of such systems

is limited by the number of simultaneous users that can
achieve and maintain code synchronization rather than by
the number of users that can maintain a certain BER per-
formance as explained in [8]. So using a more efficient
code acquisition scheme can improve the capacity of such
systems. This degradation is compounded when a near
far problem exists. Therefore improving the acquisition
system performance in CDMA systems by using more ad-
vanced near far resistant acquisition schemes would im-
prove the actual capacity of the system to achieve the BER-
based capacity.
A Near far resistant PN code Acquisition system using
MMSE equalizer was proposed in [9]. It was shown that
the system can achieve the reliable acquisition in the pres-
ence of the strong MAI, but the adaptation time was very
long. Moreover the complexity of the system is very high
since the equalizer length should be the same as the code
length.
Then a new hybrid scheme for Code Acquisition in MAI
in [10] using adaptive filters was proposed which signifi-
cantly outperforms the conventional matched filter based
acquisition schemes. It improves the acquisition based ca-
pacity because it takes into consideration the presence of
the Multiuser Interference while finding the optimum tap
weight setting.
In this paper, we introduce the modified hybrid adaptive
filter (AF) based Code Acquisition scheme proposed in [11]
in Multiuser environment and it has been shown that for
the same SNR conditions, the modified system takes less
time for code acquisition in MAI environment than that
explained in [10] as well as it can achieve the BER based
capacity. Section II presents the system description while
acquisition performance is given in Section III, Section IV
presents the Analytical and simulation results and the pa-
per ends with conclusions in Section V.

II. Acquisition System Description
The received baseband signal is given by

r(t) =
K∑

k=1

xk(t− τk) + n(t) (1)

where K is the number of users, n(t) is AWGN, τk is the
delay of the kth user, and xk(t) is the kth user DS/SS
signal given by

xk(t) =
∞∑

n=−∞
dk(t− nTb)

L−1∑
j=0

ck(j)
∏

Tc
(t−jTc) (2)



2

Sum c Delay Delay Delay

w(1,m) w(2,m) w(3,m) w(M-1,m) w(M,m)

Adaptive
Algori thm

Sum c

∑

∑+

−

Input
x(m)

x(m-1)
x(m-2)

x(m-M+2) x(m-M+1)

e(m)

y(m)

d(m)
local

sequence

Fig. 1. Schematic of an Adaptive Filter for the proposed
Code Acquisition System

where {dk} is the kth user information sequence with
dk(m) = ±1,{ck} is the kth user maximal length spread-
ing sequence, L is the spreading code length and

∏
Tc

is a
rectangular shaping pulse with unit amplitude and dura-
tion Tc.
The received signal is sampled at the chip rate to produce
the sequence

r(i) =
K∑

k=1

∞∑
n=−∞

dk(t− nTb)
L−1∑
j=0

ck(j)
∏
(i− j − γk) + n(i)

(3)
where we have assumed that the delays are integer multi-
ples of the chip duration, i.e. τk ∈ {0,1,2....,L− 1}. This
assumption (chip synchronous) is merely to simplify the
analysis and does not affect the results significantly. No-
tice that the dependence on the chip duration has been
dropped for notational convenience.
The structure of the proposed adaptive filter based code
acquisition system is shown in Fig 1. The working of the
acquisition system has been explained in detail in [11]. Our
objective is to estimate the delay of the desired user, τ1,
from the composite received signal, {r(i)}.
The first task of the system is to find the neighborhood in
which the correct phase delay of the desired user is located,
before it zeroes it on the phase itself.
The desired sequence is formed by adding c, called a cell,
of the spreading code of the desired user at a certain phase
offset into the adaptive filter. Thus

u(m) =
c∑

i=1

c1(mc+ i) (4)

The integer c is chosen so that cM = L, the length of the
spreading sequence. Note that c can be chosen so that
cM ≈ L if cM �= L. The same number, c, of the received
samples are rm also added to form the input to the Adap-
tive Filter.

r(m) =
c∑

i=1

a(mc+ k + i) + n(mc+ k + i) (5)

The adaptive filter is clocked at cTc, so that the output of

the adaptive filter is given by the convolution sum

y(m) =
M−1∑
j=0

wj(m)x(m− j)

=wT (m)x(m) (6)

where w(m) = [w0(m) w1(m)......wM−1(m)]T is the tap
weight vector of the AF atmcTc , and r(m) = [r(m) r(m−
1)......r(m−M +1)]T consists of the present and the past
M − 1 samples of the sums of the filter input vector.
An error signal is formed from the AF output and the
reference signals such that

e(m) = u(m)− y(m) (7)

which is used to adjust the filter taps according to the
LMS algorithm

w(m+ 1) = w(m) + µe(m)r(m) (8)

where µ is the LMS algorithm step size which controls the
convergence speed and the steady state mean square error.
Following convergence of the tap weights, the maximum of
the tap weights is identified. As will be seen later, a record
of the maximum tap weights will indicate the location of
the cell where the chip phase delay can be found.
Once the correct cell is located, the system will move on
to acquire the phase delay itself. It does this by changing
the clock rate of the adaptive filter to Tc, and loading the
delay line elements with the subsequence that is half M
chips ahead of the cell which has been pinpointed. A fixed
number of samples are taken, and the tap where the ma-
jority of the peaks occur will indicate the position of the
delay phase.
According to [12], the optimum tap weight vector of the
FIR adaptive filter is given by the Wiener Hopf Equation

wopt = R−1p (9)

where R = E{r(m)rT (m)} is the M ×M autocorrelation
matrix of the AF input vector, and p = E{r(m)u(m)} is
the M × 1 cross correlation vector between the AF input
and the (desired user) spreading sequence.
The elements of R can be shown to be

rpq =
{

c(1+σ2) if p= q
0 p �= q

(10)

for p,q = {0,1,2, .....,M − 1} .
The elements of the cross correlation vector between u(m)
and r(m) is an M × 1 vector with elements p(q) where
q = {0,1,2.....,M − 1} and is

p(q) =




0 if a(n)′s do not match at all
v if a(n)′s match in v places with

superiormatch
(c− v) if a(n)′s match in (c-v) places

withinferiormatch

(11)



Based on the previous observations, the optimum tap
weight vector may be visualized as to have a peak at the
tap corresponding to the correct delay offset i.e. corre-
sponding to the cell where the delay offset is located. The
decision strategy is to find the set of optimum coefficients
wopt = {w0 w1 ..... wM−1}T , and then select the delay
offset that corresponds to the maximum coefficient.

III. Acquisition Performance
The performance of the proposed AF acquisition sys-

tem can be measured by the probability of cell acquisition
failure, Pwc. This occurs when the maximum of the opti-
mum filter taps does not correspond to the correct delay
estimate, i.e.

Pwc = 1− P (wα ≥ w0, wα ≥ w1, ....., wα ≥ wM−1) (12)

where wα is the AF coefficient that corresponds to the
cell having correct delay offset and P (wα ≥ w0, wα ≥
w1, .....,wα ≥ wM−1) is the joint probability density func-
tion (PDF). The exact PDF is difficult to drive, however
a very good Gaussian approximation has been reported in
[13]. The tap weight vector of the LMS adaptive filter has
been shown to follow a gaussian random distribution with
mean vector of

m = wopt (13)

and covariance matrix of

C ≈ µ

2
JminI (14)

where I is an identity matrix, µ is the adaptation step
size and Jmin is the minimum mean square error (MMSE)
given by

Jmin = σ2
d − pT R−1p (15)

with σ2
d = c is the power of the desired sequence. Equation

(14) indicates that the tap weights are uncorrelated. The
acquisition failure probability can be written as [14]

PF = 1− 1√
2πσ2

w

∫ +∞

−∞
[1−Q(

wc

σw
)]M−2

[1−Q(
wc −mβ

σw
)]exp(− (wc −mc)2

2σ2
w

)dwc (16)

where Q(x) is the Q function and mc and σ2
w are the mean

and variance of the correct tap which has the largest match
between the incoming sequence and local sequence respec-
tively whereas mβ is the adjacent cell which has an inferior
match. We have also assumed that all the coefficients have
the same variance σ2

w obtained from the diagonal elements
of Eq 14. This is a reasonable assumption especially when
the SNR per chip is small.

IV. Results
We consider a CDMA system with code length of L =

127 chips. Fourteen cells are used , with each cell contain-
ing 9 chips, except for the last that contains 10 chips. For
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Fig. 2. Theoretical and Simulation results for Probabil-
ity of Cell Acquisition Failure against SNRc for a system
using spreading sequence of 127 chips.

the cell identification stage, a value of 0.0001 is used for µ.
The adaptation period for the filter is selected as multiple
of the code length.

Fig 2 shows PF , the probability of identifying the cell
wrongly for SNRc ranging from 0 dB to −15 dB, using
just a single sample for a short length spreading sequence of
L = 127 in Multiple Access Interference with a maximum
of 4 users. The decision criteria is the same as taken in [11]
for single user. The adaptation period is taken to be of ten
127 chip sequences. The tap where the peak occur will
indicate the position of the cell where the chip phase delay
can be found. Here we have one desired user and three
interfering users. The interfering users have their data as
well while the desired user has been assumed to be without
data sequence. The spreading sequence for the users have
been generated with a linear shift register of length 7 and
with different preferred pair combinations. For the desired
user, the delays are generated with uniform distribution
over the code length. We can see that both theoretical
and simulation results agree quite well.
Fig 3 shows the effect of the LMS adaptation period on
the acquisition failure probability with different number
of users in a Multiple Access Interference environment for
SNRc of −5 dB. Here we have generated spreading codes
for users by using different initial loads of the shift register.
The step size parameter is taken to be 0.0001 as in single
user environment.
Simulation results are presented here for adaptation peri-
ods of 6, 8 and 12 code periods respectively for cell identi-
fication stage. For the phase identification stage, the adap-
tation period is taken to be one code length. The capacity
of the system is significantly improved from 4 users with
90% success probability at 6 code periods adaptation time
to nearly 40 users at 12 code periods. This is because the
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longer the adaptation period, the higher the probability
that the AF coefficients converge to the optimum value.
But a longer acquisition time is incurred because the AF
should test all cells for a longer period and then phase itself.
It has been reported in literature [10] that for 10% failure
probability, Matched Filter can support upto 10 users at
most which is significantly smaller than that supported by
proposed AF scheme and the one proposed earlier.
The capacity of a DS/CDMA system based on bit-error-
rate (BER) performance can be computed using a Gaus-
sian approximation [15] and the results indicate that a
CDMA system with perfect power control and processing
gain of 127 can support up to 40 users with BER of 10−3

in AWGN. Hence Matched Filter (MF) system has a very
limited capacity, while the previously proposed hybrid AF
scheme as well as our modified scheme can achieve the ca-
pacity obtained by the BER criterion.
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Fig. 3. Probability of Acquisition Failure as a function of
Number of users for different values of Adaptation periods
with SNRc of −5 dB

Fig 4 shows the mean acquisition time in chips needed to
acquire the phase of a 127 chip spreading sequence using
our proposed system in case of Multiple Access Interfer-
ence environment with a maximum of 4 users. Also the
performance in case of single user (without MAI) is in-
cluded to assess the degradation due to the Multiple Access
Interference. Here for cell acquisition stage, to minimize
the probability of false acquisition, we take 11 samples at
127-chip sequence intervals, after a settling down of twelve
127-chip sequences and only if six or more of samples have
the peak at the same location will we declare that the cell
has been correctly identified [11]. Once one of cells has
been correctly identified as having correct phase of desired
user, the system will go into the phase acquisition stage by
loading the subsequence that starts M

2 from beginning of
the identified cell. For phase acquisition stage, 9 samples
are taken, at 127-chip intervals, after a settling down time
of two chip sequence of 127-chips and if 5 or more samples

have the peak located at the same location will the system
declare that the correct phase is acquired. We can see that
for low SNRc, degradation due to MAI is more than for
high SNRc case which means that code acquisition system
is more affected by MAI for low SNRc environment.
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Fig. 4. Mean Time to Acquisition in chip periods against
SNRc (signal-to-noise-ratio per chip in dB) in the presence
of MAI (4 users) )

V. Conclusion

The proposed system is analyzed in case of Multiple
Access Interference environment. The capacity of the
CDMA system is found to be improved significantly by
using acquisition strategies such as the modified hybrid
scheme based on adaptive filter structure, proposed in
this paper. The proposed system utilizes an LMS-based
FIR adaptive filter to estimate the delay offset of the
desired user from the tap-weight vector. Probability of
cell acquisition failure is derived and simulation and

analytical results are compared. It has been shown here
that the adaptive filter acquisition system can support
the same number of users as that obtained by the BER

criterion and thus the degradation suffered by the
matched filter based scheme can be avoided. Secondly the

degradation due to MAI is less for the low SNRc

environment using the proposed system. Moreover the
performance of the system will be more better for longer

spreading sequence in the presence of MAI.
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