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Abstract – This paper investigates the design and performance
of a call admission control and a scheduling mechanism that aim
at extending the relative delay differentiation per-hop behaviour
of the Differentiated Services (DiffServ) model to 3G mobile
users served by wide-band code-division multiple access (W-
CDMA) air interface. Our study focuses on provisioning such
service on the downlink of a system operating in the frequency-
division duplex (FDD) mode. The design aims at maximizing the
average effective throughput of each DiffServ class while satis-
fying prescribed relative delay constraints at congestion time.
We compare the performance of a system with and without
incorporating a simple mobility prediction in the call admis-
sion control phase. It is shown that both the predictive and
the non-predictive schemes satisfy the relative delay differen-
tiation constraints. The predictive scheme, however, results in
decreased average delays for each class, and improves the effec-
tive throughput of lower priority classes.

I. Introduction

This paper considers extending the IETF’s Differentiated
Services (DiffServ) architecture for provisioning quality of
service (QoS) to third generation (3G) wireless systems (see,
for example, [1, 2, 3, 5, 9, 11] for information on DiffServ).

DiffServ classifies traffic into a small number of aggregate
classes at the edge of each autonomous networking domain,
and subsequently gives differential treatment to such classes
inside the network at congestion time. Each user traffic is as-
sociated with a service level agreement (SLA) that specifies
the expected traffic profile, as well as the expected forward-
ing service. Extending DiffServ to next generation wireless
cellular systems is expected to provide a low cost means of
running guaranteed-service applications on personal commu-
nication devices with traffic passing through the Internet.

In this paper, we focus on extending the relative de-
lay differentiation [9] per-hop forwarding behaviour on the
downlink of the wide-band code-division multiple access (W-
CDMA) air interface operating in the frequency-division du-
plex (FDD) mode. (Other approaches for QoS provisioning
in CDMA environments appear e.g. in [4, 6, 7, 8, 10].)

In the relative delay architecture, the traffic is classified
into a fixed number of delay classes. At any given router,
the

�
th delay class is associated with a delay weight ��� . In

[9], the forwarding behaviour of a router is designed to en-
sure that the average delays perceived by packets in any two
delay classes are in the inverse ratios of the corresponding
delay weights. That is, if � �����
	 is the average delay incurred
by class

�
packets over a time window of length � , then for

any two classes
�

and � , � � ����
	 � ��� ��� ���
	 ��������� . In [9],
the above relative forwarding behaviour is proposed to work
in conjunction with a per-flow end-to-end delay class adap-
tation that dynamically adjusts the delay class of a flow in
order to match the end-to-end delay requirements of the flow.
The smaller the average delays encountered by a flow, the less
frequent the need for the adaptation mechanism to switch the
flow to a higher delay weight class. The adaptation aspect of
the architecture, however, is not part of our study.

The remaining part of the paper is organized as follows.
Section 2 gives an outline of the system model and the main
parameters used in the simulation study. Section 3 describes
two algorithms developed for our purpose: a relative delay
differentiation scheduler and a call admission control algo-
rithm. Section 4 presents some performance results.

II. System Model and Parameters

Throughout the paper we consider DiffServ traffic targeted
to a central cell in a 19-cell configuration where the cen-
tral cell is affected by the first- and second-tier interference
caused by neighbouring base stations transmitting at maxi-
mum power. We assume a UMTS-like architecture where
there is an Internet-gateway module that communicates with
a designated DiffServ bandwidth broker and the base station
of a target cell. We now describe the user mobility parame-
ters, the traffic parameters, and the air interface parameters in
the following sections.

A. Mobility Parameters

The mechanisms proposed in the next section for provi-
sioning relative delay differentiation are evaluated under a



stressful scenario assuming a high user mobility model. For
example, in our study we assume a random mobility model
where a mobile user travels at an average speed of 10 m/sec,
choosing one of eight possible directions every 3 seconds (as
summarized in Table 1). To focus the study on the effect of
the devised algorithms in such high mobility environment, we
choose not to incorporate the effect of handoffs. The maxi-
mum possible number of active mobiles per cell determines
the maximum number of concurrent flows the base station
may deliver at any instant; the setting of this parameter is
discussed below.

Parameter Value Unit
Cell radius 1000 m
Maximum number of mobiles per cell 40
Average mobile speed 10 m/sec
Number of directions a mobile can fol-
low

8

Interval before a mobile picks a new di-
rection

3 sec

Table 1. Cell and mobility parameters.

B. Traffic Parameters

In our simulation study, traffic generation is not intended
to capture flows from any realistic application. Rather, the
choice of the traffic parameters (together with the settings
of the total base station transmission power available for the
DiffServ traffic, and the maximum possible number of con-
current flows in the cell) are intended to ensure the genera-
tion of workload that is likely to cause no congestion at lower
transmission rates (e.g. less than 64K bps), and a definite
congestion at higher rates (e.g. greater than 128K bps). (Due
to the limited space, however, we omit the argument that sup-
ports the above aspect.)

Each of the incoming traffic flows is assumed to arrive to
the Internet-wireless gateway at a certain data rate and for a
prescribed duration of time (as determined by an associated
SLA).

To support bounded end-to-end delays necessary to run
certain user applications smoothly, we associate with each
packet a maximum acceptable delay limit: if a packet is de-
layed at the Internet-wireless gateway more than the associ-
ated maximum delay limit, that packet is considered useless
for the end user application (and hence dropped from the sys-
tem).

Furthermore, to support the policy of charging the mobile
user on the basis of the useful received traffic (rather than on
the sheer volume of received traffic), we associate with each
flow an effective throughput delivery ratio � . If the ratio of
packets delivered within the acceptable time limit to the total
number of packets in the flow is below � (e.g., below 90%
of total number of packets in a flow), then we count this as
failure in delivering the entire flow. All packets in such a

failed flow do not contribute to the effective throughput of the
system.

Table 2 summarizes the main parameters used. The du-
ration of each flow is uniformly distributed from 60 to 90
seconds (which allows the user to travel a significant distance
within a 1000-meter cell radius while receiving the flow). For
each mobile, the inter-arrival time between flows is exponen-
tially distributed with a mean value of 30 seconds. If a packet
within a flow is not delivered within a maximum acceptable
delay limit of � seconds, the packet is dropped.

Parameter Value Unit
Flow duration [60-90] sec
Mean flow inter-arrival time 30 sec
Mean packet inter-arrival time 1 sec
Mean packet length 420 bytes
Maximum acceptable packet delay limit 6 sec
Effective throughput success ratio ( � ) 0.9

Table 2. Traffic parameters.

C. Air Interface Parameters

We assume a standard W-CDMA parameters. Each mo-
bile requires a target ������� ratio:

� �	����� 	�

�


�����
��� ����� ��� ��� �!�#" � ����� ��� ��� �$�%"'&)( �

where
�

is the chip rate,


is the transmission bit rate of
the coded data,

�*�+�
is the power received from the serving

base station, � is the orthogonality factor, � ����� ��� ��� �!�
is the

interference power received by the mobile from the serving
base station, � ����� ��� ��� �$�

is the interference power received by
the mobile from the neighbouring base stations, and

& (
is the

white noise power spectral density.

Parameter Value Unit
Base station power budget 25 watts
Chipping rate ,)- .0/21 Mcps
Noise spectral density ( 354 ) 687:9:, dBm
Orthogonality factor ( ; ) .)- <
Convolutional coding rate 7:=0>?A@ =:B�4 requirement 9 dB
Log-normal shadowing exponent ( C ) 4
Log-normal shadowing standard devia-
tion ( D )

5 dB

Table 3. Air interface parameters.

D. Performance Measures

For each delay class, we use the average class delay, and
the effective throughput to assess performance. The average
class delay is computed over all packets in all flows for some
target delay class (the average also includes packets that are
dropped because of exceeding the acceptable delay limit.)



As mentioned above, the effective throughput is defined
with respect to threshold ratio � : we count a flow to be suc-
cessfully delivered if the system manages to deliver at least �
of the flow’s packets prior to their expiry time; otherwise the
system fails to deliver the flow. The effective throughput is
then obtained by restricting our attention to the successfully
delivered flows and ignoring the failed flows.

In our present context, we seek to develop a packet
scheduling algorithm and a call admission control algorithm
that maximize the average effective throughput of the served
delay classes, while satisfying the relative delay constraints
mentioned above at moderate congestion times, given a lim-
ited base station transmission power budget and the existence
of user mobility.

III. Scheduling and Call Admission Control

A. A Proportional Delay Differentiation Scheduler

The packet scheduler is responsible for scheduling the
transmission of the admitted flows to the base station for sub-
sequent transmission to mobile end users.

Our scheduler modifies the algorithm devised in [9] for
wireline routers in the following aspect. In the wireline case
one can assign one queue to all flows belonging to each delay
class. In each time slot, as many packets are transmitted from
each queue (in a first-come first-served order) to satisfy the
required relative delay constraints. Many packets may belong
to the same flow.

In contrast, in a soft-capacity environment of a CDMA
system, efficient use of resources may go against allocating
a large proportion of the available base station bandwidth to
some head of queue traffic if the traffic is destined to a few
remote users. Hence, multiple concurrent transmissions to
different users in each class should take place within any time
slot.

The proposed scheduler discussed here takes the above as-
pect into consideration by keeping a queue for each active
flow within each delay class. The algorithm uses two main
parameters: ��� ���5��� the length of a scheduling cycle, and �	� � �
the number of packets used to approximate the average delay
� � of the

�
th delay class at the beginning of each scheduling

cycle. As well, the algorithm assumes knowledge of the base
station power available for transmitting the scheduled Diff-
Serv traffic, and an estimation of the distance between the
base station and each active mobile (to determine the result-
ing radio link attenuation factor).

At the beginning of each new scheduling cycle, the al-
gorithm considers the delay classes in descending order of
their normalized delays (the products ��� ��� 	 , within each de-
lay class the algorithm considers the head-of-queue packet of
each active queue in descending order of their delays. Given
the above ordering, the algorithm selects as many packets as
possible subject to the estimated availability of the base sta-

tion power. The selected packets are then forwarded to the
base station of the target cell.

Fig. 1 shows the performance of the scheduler assuming
no call admission control (i.e., the system admits all arriv-
ing flows) and the existence of three delay classes with delay
weights ��
 
 �

, �� 
�� , and ��
 
�� . Each flow in each
class is to be transmitted to the end user at an average data
rate


(the � -axis of Fig. 1). As the data rate


increases

from a low rate of 16K bps to a higher rate of 192K bps the
system goes through three phases: (a) for

�� � ��� bps the
system is well provisioned and most packets uniformly incur
negligible delays (hence the observed delay ratios is almost
one), (b) as


increases to 128K bps the system becomes

moderately congested; few packets exceed the acceptable de-
lay limit; here the system achieves the required delay ratio
constraints, finally (c) as


exceeds 144K bps the system be-

comes heavily congested, most packets are dropped from low
priority classes, and the per class average delay approaches
the maximum acceptable delay limit value.
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Fig. 1. Average delay ratios with no admission control

The objective of a carefully designed call admission con-
trol is to improve on the above performance by regulating
the accepted flows in order to avoid operating the system in
the heavily congested region, without sacrificing the effective
throughput.

B. Call Admission Control

The call admission control (CAC) is responsible for regu-
lating the admission of flows communicated through a desig-
nated DiffServ bandwidth broker, and forwarding the admit-
ted packets to the scheduler mentioned above.

An important aspect of this study is the consideration of
flows that have time duration long enough for the target end
users to travel a considerable distance from the base station
while receiving the flow. It is possible that, during such a time
period, the users change their locations, and thereby require a
total transmission power that exceeds the available base sta-
tion power. If such power shortage occurs frequently many
packets are likely to miss their delay expiry time, which will
cause a loss in the system’s effective throughput. To mini-



mize the risk of admitting flows that are likely to cause the
base station to have a power shortage at some instants in the
future, we adopt a simple mechanism that aims at predicting
the base station power requirements as mobile users move
near or away from the base station.

Now, suppose we would like to assess whether or not the
base station will suffer from a power shortage during an in-
terval ��� ����� in the future. We sample the space of outcomes in
the following way: we conduct � � � � ��� trials (e.g., � � � � ��� 
 �

).
Each trial involves a number of checkpoints (the checkpoints
are equally spaced, and separated by a time interval � ����� �����:���
of prescribed length; thus, � � � ����� � � ����� �����:����� checkpoints are
examined during a prediction interval of length � � ����� ).

At each checkpoint, we simulate the random movements
of the users, and check whether there exists a feasible assign-
ment of the base station power to each user. If there is no
feasible power assignment at some checkpoint, then the cor-
responding trial fails (and there is no need to evaluate any
remaining checkpoints in the trial). On the other hand, if
a feasible power assignment exists for all � ��� ����� � � ����� �����:��� �
checkpoints in a trial, then the trial succeeds. We consider
each trial to be one sample, and design our predictive call
admission control to accept a flow if the ratio between the
number of successful trials (denoted as � �
	 ����� � � ) and the total
number of trials � � � � ��� exceeds a certain threshold, denoted as� �
	 ����� ��� .

We now illustrate the operation using some numerical
values. Let us assume that the flow under test has a total
length of �� ��� � 
 � � seconds. Moreover, let us assume that
the algorithm is set to sample the system for a prediction in-
terval equals to 25% of �� ��� � (i.e., � � ����� 
 ��� ����� ��� ��� � 
 ���
seconds). If the algorithm performs checkpointing every
� � ��� � ��:��� 
 ��� � seconds, then the algorithm considers ap-
proximately 37 checkpoints in each trial. If � �
	 ����� ��� 
�� � �
and at least 2 out of the 3 trials succeed, the CAC algorithm
accepts the new flow.

IV. Overview of Results

A. Average Class Delay

Fig. 2-a illustrates the average class delay obtained with-
out incorporating call admission control. (Note: the ratios
presented in Fig. 1 are based on the results of in Fig. 2-a.) As
can be seen, when the data transmission rate for each active
flow exceeds 144K bps the performance of the lower priority
classes (2 and 3) deteriorate and approach the preset maxi-
mum acceptable limit.
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Fig. 2-a. Average delays with no admission control.

Figures 2-b and 2-c illustrate the impact of regulating the
acceptance of the incoming traffic using a non-predictive
CAC, and a predictive CAC respectively. Here, the predictive
scheme uses a prediction interval that equals 10% of the flow
duration time defined in the associated SLA. We recall from
Section I that the smaller the average delays encountered by a
flow, the less frequent the need for the end-to-end flow adap-
tation mechanism to switch the flow to a higher delay weight
class.
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Fig. 2-b. Average delays with non-predictive admission
control.
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Fig. 2-c. Average delays with 10% time prediction

B. Effective Throughput

Similar to the average delay results, we present in Fig. 3-a
the effective throughput of each delay class obtained without



admission control. As can be seen, the highest priority class
(class 1) maintains uniform throughput level at the expense
of the lower priority classes.
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Fig. 3-a. Effective throughput with no admission control.

In contrast, using non-predictive admission control (Fig.
3-b) narrows the gap between the throughput of the different
classes. The use of a predictive CAC (Fig. 3-c) results in
further improvements in this regard.
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Fig. 3-b. Effective throughput with non-predictive admis-
sion control.
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Fig. 3-c. Effective throughput with 10% time prediction.

7. CONCLUDING REMARKS

In this paper we develop and investigate the performance
of a relative delay differentiation scheduler, and a predictive
call admission control to provision the relative delay differ-
entiation per-hop behavior of the DiffServ architecture on

the downlink of a W-CDMA environment. Our simulation
model uses evenly distributed traffic among three different
delay classes. The results indicate that the predictive admis-
sion control improves the average delay of each class, and the
effective throughput of low priority classes. Similar perfor-
mance improvements have also been reported in [4] on the
use of mobility prediction in provisioning the assured for-
warding per-hop behaviour in W-CDMA environment. We
are currently investigating the development of complemen-
tary mechanisms to extend the relative delay differentiation
model to the uplink of a CDMA cellular wireless environ-
ment.
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