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Abstract—Relay selection is a simple technique that achieves
spatial diversity in cooperative relay networks. Nonetheless, relay
selection algorithms generally require error-free channel state
information (CSI) from all cooperating relays. Practically, CSI
acquisition generates a great deal of feedback overhead that could
result in significant transmission delays. In addition to this, the
fed back channel information is usually corrupted by additive
noise. This could lead to transmission outages if the central
node selects the set of cooperating relays based on inaccurate
feedback information. In this paper, we propose a relay selection
algorithm that tackles the above challenges. Instead of allocating
each relay a dedicated channel for feedback, all relays share a
pool of feedback channels. Following that, each relay feeds back
it identity only if its effective channel (source-relay-destination)
exceeds a threshold. After deriving closed-form expressions for
the feedback load and the achievable rate, we show that the
proposed algorithm drastically reduces the feedback overhead
and achieves a rate close to that obtained by selection algorithms
with dedicated error-free feedback from all relays.

I. INTRODUCTION

Cooperative relaying networks, in which wireless nodes act
as relays and cooperate in forwarding packets to a destination
node, promise significant performance gains in the overall
network capacity [1]-[3]. Relaying techniques can be generally
classified, based on their forwarding strategy and required
processing at the relay terminals, as decode and forward (DF)
or amplify and forward (AF) [4]-[7]. In DF relaying, the relay
decodes the source data, prior to re-encoding and transmitting
it to the destination, whereas in the AF relaying, the relay
amplifies and retransmits the received data without decoding
it. Occasionally, a cooperating relay may have poor channel
conditions to either the source or the destination.

To preserve the diversity gains of cooperative commu-
nication networks, selective relaying techniques are often
employed [3]-[6]. In selective relaying, multiple relays are
deployed and the source selects a single or multiple relays with
relatively good equivalent (source-relay-destination) channel
conditions to forward its data to the destination. To achieve
this, each relay is required to feed back its equivalent channel
condition to the source. Based on the feedback the source
receives, it selects a relay with good equivalent channel
conditions to forward its data to the destination. For a small
number of relays, the amount of feedback (from relays to
the source) might be negligible, however, for large number
of relays, the feedback load becomes prohibitively large. This
results in significant transmission delays since more air-time
is invested in relay selection rather than data transmission.
Most relay selection algorithms proposed in the literature (see

e.g. [8]-[15]): i) concentrate on limiting the number of relay
nodes feeding back and do not account for the feedback air-
time, e.g. [8]-[10], ii) do not consider the effect of noise on
the feedback channels, e.g. [8]-[14], and iii) discard feedback
collisions e.g. [10]. Since in practice, feedback channels are
subjected to both fading and additive noise, it is imperative to
design relay selection algorithms that minimize the selection
time (overhead) and account for the feedback noise as well.

In this paper, we propose a limited feedback relay selection
algorithm that accounts for both fading and additive noise in
the feedback channels. To minimize the feedback overhead,
relays with favorable channel conditions simultaneously feed-
back their identities over a limited number of shared, noisy,
and fading feedback channels. Instead of discarding feedback
collisions (unlike the well known timer algorithm [10]), we
embrace collisions and employ Compressive Sensing (CS)
theory [16]-[19] to recover the identity (ID) of the strong
relays. Unlike [20] that employs CS for relay aided multi-
cast networks, we focus on single source, single destination
networks in this paper.

II. SYSTEM MODEL

We consider a relay network with a single source, and
a single destination and R independent and identically dis-
tributed (i.i.d.) single antenna relays operating in half duplex
mode as shown in Fig. 1. It is assumed that there is no
direct link between the source and the destination, and thus,
communication must take place in a two-hop fashion via a
relay as is done, for example, in [10]. Let fr represent the
channel between the source and the rth relay, gr represent the
channel between the rth relay and the destination. Here, fr
and gr are zero mean unit variance complex Gaussian random
variables. All relays are assumed to be synchronized and all
channels are assumed to be reciprocal. The transmission power
of the source and the rth relay are P and Pr respectively.
Additive white Gaussian noise with zero mean and variance
σ2 is assumed at the source, relay and the destination.

The feedback/transmission frame structure is shown in
Fig. 2. Each frame (or slot), of duration Tf, consists of a
pilot broadcast sub-slot, of duration Tpilot used for channel
estimation at the relays, L shared feedback mini-slots, each
of duration Tms, and a data transmission slot of duration T
as outlined in Fig. 2. The channel is assumed to be constant
throughout the frame duration Tf. In the pilot broadcast sub-
slot, the source and the destination exchange Ready-to-Send
(RTS) and Clear-to-Send (CTS) data packets from which all
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Figure 1. Wireless relay network with multiple relay nodes.

the relays estimate their source and destination channels. All
relays then simultaneously feed back their CSI to the source
using the L feedback mini-slots. For feedback, each relay is
allocated a Gaussian ID (codeword) of length M ≤ L for use
on the feedback channel. The Gaussian IDs are selected from
the columns of a normalized real Gaussian matrix, with zero
mean and variance 1

M i.i.d. entries, and are deterministically
assigned to the relays. The choice of M is discussed in Section
III. Each relay normalizes its feedback channel and combines
its CSI with its allocated feedback code, br, and transmits
the combination to the source. Let v ∈ RR×1 represent the
relays’ CSI vector, the received signal (after uplink channel
normalization) at the source becomes


y1
y2
...

yM


︸ ︷︷ ︸

y

=


b1,1 b1,2 · · · b1,R
b2,1 b2,2 · · · b2,R
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...

...
...

bM,1 bM,2 · · · bM,R
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︸ ︷︷ ︸

B
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v2
...
vR


︸ ︷︷ ︸

v

+


w1

w2

...
wM


︸ ︷︷ ︸

w

or equivalently

y = Bv + w, (1)

where the matrix B = [b1 b2 ... bR] represent the
relays’ feedback code matrix, the vector w ∈ RM×1 represents
the additive noise at the source, and vr represents the rth
relay fed back equivalent SNR. From y, the source obtains
the sparsity pattern (non-zero elements) of the CSI vector v.
We show how this is performed in Section III.

III. COMPRESSIVE SENSING

Consider the following linear model

y = Bv + ω, (2)

where y is a real M×1 measurement vector, B is a real M×R
sensing matrix, v is a real R × 1 sparse vector, and ω is a
real M × 1 vector of independent stochastic errors with zero
mean Gaussian entries and variance σ2. Compressive sensing
theory (see [16] and references therein) permits reconstruction
of v in (2) with only a few sensing measurements. There
are many different methods used to solve the above sparse
approximation problem, nonetheless, we employ the least ab-
solute shrinkage and selection operator (LASSO) as a recovery

Figure 2. A structure of a frame (of duration Tf time units) that consists of
a broadcast sub-slot (of duration Tpilot time units) which consists of pilots
for channel training, several feedback mini-slots (each of duration Tms time
units) for feedback reception, and a data transmission slot (of duration T time
units).

method as outlined in [19]. The LASSO estimate is defined
as the solution to

arg min
ν∈RR×1

1

2
‖y −Bν‖2l2 + θσ‖ν‖l1 , (3)

where ‖.‖l1 and ‖.‖l2 represent l1 and l2 norms, respectively,
and θ is a regularization parameter. Given the following
assumptions: (i) The vector v is sparse, (ii) The matrix B
is a real Gaussian matrix with unit normed columns and i.i.d.
entries, (iii) minr∈S |vr| > 8σ

√
2 logR, where S = {r : vr 6=

0} is the support of v, and (iv) θ = 2
√

2 logR, then for
relatively large R, and M > CS logR, where C is a positive
constant and it is assumed to be C = 4 throughout this paper,
the LASSO estimate identifies all non-zero entries of v with
probability [19]

Pcs ≥ 1− 2R−1
(

1√
2π logR

+
S

R

)
. (4)

IV. PROPOSED RELAY SELECTION ALGORITHM

In what follows, we outline the various stages carried out
to select the forwarding relay.

A. Pilot-Based Equivalent SNR Estimation

Assuming that each relay perfectly knows its source and
destination channels (from the RTS and CTS packets), each
relay calculates its equivalent SNR γer as follows [6]:

γer =

{
min(γ1r, γr2), DF relaying
γ1rγr2

γ1r+γr2+1 , AF relaying (5)

where γ1r = P
σ2 |fr|2 is the instantaneous SNR of the source-

rth relay channel (first hop), with mean γ̄1, γr2 = Pr

σ2 |gr|2
is the instantaneous SNR of the rth relay-destination channel
(second hop), with mean γ̄2.

B. Relay Feedback

To select a set of strong relays, the source generates K
SNR thresholds, ζK > ζK−1 > ... > ζ1, where ζK+1 = ∞.
The thresholds are set to allow only one relay (on aver-
age) to feedback between two consecutive thresholds, i.e.,
R(F (ζK+1)− F (ζK)) = 1, and hence

F (ζK) = 1− 1

R
, F (ζK−1) = 1− 2

R
, ...., F (ζ1) = 1− K

R
,
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Table I
SUMMARY OF THE PROPOSED RELAY SELECTION ALGORITHM

1) Threshold Determination: The source forms K threshold
levels, ζK , ζK−2, ..., ζ1 (defined in (6)) that results in only
a few strong relays to feed back.

2) SNR Determination: From RTS and CTS packets, each relay
calculates its equivalent SNR (using equation (5)).

3) CSI Feedback: Each relay normalizes its source (or feedback)
channel and feeds back it ID over M time instances if its SNR
is greater than ζK , or, otherwise, remains silent. If no relay
feeds back, each relay lowers the threshold and compares its
SNR with the threshold. This is repeated until at least one relay
transmission is heard or the minimum threshold is reached.

4) Relay ID Determination: If at least one relay feeds back,
the source estimates the identity of the strong relays using the
LASSO; (see equation (3) and [19]).

5) Data Transmission: If more than one relay is detected, the
source randomly selects a forwarding relay. If no relay is
detected, an outage is declared.

where Fγe(.) is the equivalent SNR cumulative distribution
function (CDF) and it is assumed to be known at the source.
Note that the CDF depends on the employed relaying protocol.
We can, therefore, set the thresholds as

ζ1 = F−1
(

1− K

R

)
, ζ2 = F−1

(
1− K − 1

R

)
,

..., ζK = F−1
(

1− 1

R

)
. (6)

All relays compare their equivalent SNR with the highest
threshold and simultaneously feed back their Gaussian IDs
(after normalizing their uplink channels) if their SNR is
greater than the threshold, or otherwise remain silent. All
relays listen to the channel and if no feedback transmission is
detected within M time instances, the threshold is lowered.
The threshold is lowered until at least one transmission is
detected or the minimum threshold is reached, after which
a selection outage is declared. If at least one relay feeds back,
the source receives

y = Bv + w, (7)

where the entires of w represent the additive noise at the
source and v is a sparse feedback vector.

C. Relay Selection and Data Transmission

Although the system in (7) is under-determined, we will be
able to estimate the vector v, i.e. the identity of the relays that
fed back, from the vector y by applying the LASSO to y in
(7). If more than one relay is detected, the source randomly
selects one of the identified relays and uses it to forward its
data to the destination. For quick referencing, we summarize
the feedback algorithm in Table I.

V. PERFORMANCE EVALUATION

We consider the following metrics for the performance
evaluation of the proposed feedback algorithm: 1) Feedback
load, 2) Achievable rate, and 3) Network Throughput. We
study each metric in the following for the proposed relay
selection algorithm.

A. Feedback Load

The feedback load (overhead) is defined as the average num-
ber of mini-slots required by the source to make a selection
decision. As stated in Section III, the number of measurements
required to recover the sparsity pattern of a sparse vector is
M > 4 logR. However, since there are K thresholds, we
have to calculate the expected number of consumed mini-
slots until at least a selection decision is made. For large
number of relays, R, and thresholds, K, the expected number
of consumed mini-slots until at least one strong relay feeds
back can be expressed as

L =
∑K
t=1 tMP(at least one relay feeds back in th tth period)

×P(no feedback in the previous (t− 1) periods). (8)

Note that at the tth threshold interval, all relays feedback with
probability t

R (see (6)). Therefore, P(at least one relay feeds
back in th tth period) is 1 −

(
1− t

R

)R
. Hence, we can rewrite

(8) as

L = M

K∑
t=1

t

(
1−

(
1− t

R

)R)

×
t−1∏
j=1

P (no feedback in the previous j periods)

= M

K∑
t=1

t

(
1−

(
1− t

R

)R) t−1∏
j=1

(
1− j

R

)R

= M

K∑
t=1

t (1− exp(−t))
t−1∏
j=1

exp(−j)→ 1.42M,

where the last equality holds for large R and it converges to
1.42 M for large K. Therefore, for large R and K, the total
feedback load becomes

L > 5.92 logR. (9)

B. Achievable Rate

The achievable rate with the multiple thresholds is given by

R =

K∑
k=1

R∑
r=1

(
R

r

)
log2(1 + ζk) ([F (ζk+1)]− [F (ζk)])

r

× ([F (ζk)])
R−r Pcs. (10)

Equation (10) states that the rate is log2(1 + ζk) if at least
ones relay is found with an instantaneous SNR lying within
the ζkth and the ζk+1th threshold interval, and the LASSO
was successful in detecting those relays. Equation (10) can be
simplified to

R =

K∑
k=1

log2(1 + ζk)
(
[F (ζk+1)]R − [F (ζk)]R

)
Pcs

>

K∑
k=1

log2(1 + ζk)
(
[F (ζk+1)]R − [F (ζk)]R

)
×

(
1− 2R−1

(
1√

2π logR
+

1

R

))
, (11)
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Figure 3. Achievable rate versus the number of relays for different relaying
algorithms.

where the inequality is due to the probability of CS detection
shown in (4) and the average number of relays that feedback
is S̄ = 1.

C. Network Throughput

The network throughput is defined as the number of trans-
mitted bits per unit time (bits/s/Hz). Let Tf represent the total
frame time (see Fig. 2), Tms represent the duration of one
feedback mini-slot, and Tpilot be the duration of the broadcast
sub-slot. If we assume Tpilot to be negligible, the throughput
can be expressed as

T = Achievable rate× (Tf − Feedback load× Tms)

Tf

=
1

2
(1− Lτ)R,

where τ = Tms
Tf

is the normalized mini-slot time, and the
preceding one half is due to the half duplex operation. The
achievable rate R is derived in (11) and the feedback load is
derived in (9).

VI. RESULTS AND DISCUSSIONS

In this section, we study the performance of the proposed
CS-based selection algorithm for a DF relay network in a
Rayleigh fading environment. The proposed algorithm can be
easily applied to other relaying setups since our analysis is
based on CDFs. Unless otherwise specified, the number of
thresholds is set to K = 10 levels and the average SNR per
hop is set at γ̄1 = γ̄2 = 15 dB in all simulations. To benchmark
the performance of the proposed algorithm, we compare its
performance with i) algorithms that require noiseless dedicated
feedback (full feedback) from all relays (see e.g. [11]), ii) the
well known timer algorithm [10], and iii) a random selection
algorithm that randomly selects a forwarding relay. In the timer
algorithm, each relay sets a timer that is proportional to its
effective channel. Each relay broadcasts an SNR/ID flag only
when its timer expires [10].

In Fig. 3, we plot the rate achieved by the proposed relay
selection algorithm versus the number of relays. As shown
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Figure 4. Average feedback load versus the number of relays.

in Fig. 3, the rate of the proposed algorithm is close to the
rate achieved by the noiseless full feedback algorithm (with
infinite SNR resolution) with a rate gap of approximately
0.5 bits/sec/Hz. This rate gap is mainly due to the low SNR
resolution of the proposed algorithm (since strong relays only
feedback their IDs and not true SNR values). When comparing
with the well known timer algorithm (with infinite SNR
resolution), we fix the number of feedback mini-slots (for the
proposed and timer algorithms) and plot the rate achieved by
the timer algorithm with noisy and noiseless feedback links.
Recall that the feedback time required by the timer algorithm
is lower-bounded by d

E{γ(1)}
1[10], where d is a constant and

γ(1) is the equivalent SNR of the strongest relay. In Fig.
3, the proposed CS-based algorithm is shown to outperform
the timer algorithm (in both noisy and noiseless feedback
channels) when we fix the feedback time (in mini-slots). The
reason for this is that the timer algorithm suffers from flag
collisions2. This collision probability decreases with increasing
feedback time. The proposed algorithm is superior to the timer
algorithm since it is not affected by feedback collisions as
long as M > CS logR. The rate achieved by the random
relay selection algorithm is constant since the source randomly
selects a forwarding relay and does not exploit the multi-
relay diversity of the network. The corresponding feedback
load of the proposed algorithm and the reference algorithms
is shown in Fig. 4. The figure shows that the feedback load
of the proposed algorithm is much lower than that of the full
feedback algorithm which linearly increases with the number
of relays. The feedback load of the random relay selection
algorithm is zero since the source randomly selects a relay
without any feedback from the relays.

In Figs. 5 and 6, we factor in the feedback time and plot
the achievable throughput versus the number of relays. More
specifically, we consider a shorter coherence interval (τ = 1

500 )
in Fig. 5 and compare the throughput achieved by the proposed
algorithm with the reference algorithms. Thanks to its low

1The feedback time in mini-slots is simply lower-bounded by d
γ(1)Tms

.
2The flag collision probability of the timer algorithm is P( 1

γ(2)
− 1
γ(1)

<
Tms
d

), where γ(2) is the equivalent SNR of the second best relay.
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feedback requirements, the proposed algorithm achieves the
highest throughput when compared to the reference algo-
rithms. The throughput of the full feedback algorithm is shown
to deteriorate with the number of relays. The reason for this
is that as the number of relays increases, the feedback time
increases and dominates the coherence interval, thus, leaving
minimal time for data transmission. In Fig. 6, we consider a
larger coherence interval (τ = 1

5000 ) and plot the throughput
of the proposed algorithm when compared to the reference
algorithms. Fig. 6 shows that when the coherence is high,
the full feedback algorithm achieves the highest throughput.
This is mainly due to the fact that the feedback time becomes
negligible for higher coherence intervals. Nonetheless, the
proposed algorithm is still superior to the reference algorithms
since we assume noisy feedback channels, while the reference
algorithms require noiseless feedback channels.

VII. CONCLUSIONS

In this paper, we proposed a compressive sensing based
relay selection algorithm in a noisy feedback setting. The

proposed algorithm encompasses the most common relaying
techniques proposed in the literature, e.g. DF and AF. We
showed that with just a few noisy feedback measurements, the
proposed algorithm captures most of the multi-relay diversity
gain. We also showed that in the presence of noise in the
feedback links, the timer algorithm may not be an optimal
choice since the flags would be contaminated by noise. This
could result in the source basing its transmission/selection
decisions on inaccurate CSI. The proposed algorithm deals
with noise by requesting relays to only feedback their identity
only if their SNR is above a threshold, and not necessary their
true SNR.

REFERENCES

[1] V. Genc, S. Murphy, Y. Yu, and J. Murphy, “IEEE 802.16J relay-based
wireless access networks: an overview,” IEEE Trans. Wireless Commun.,
vol. 15, no. 5, pp. 56-63, Oct. 2008.

[2] Nokia, E-UTRA link adaption: consideration on MIMO, 3GPP LTE Std.
R1-051 415, 2005.

[3] A. Ibrahim, A. Sadek, W. Su, and K. Liu, “Cooperative communications
with relay-selection: when to cooperate and whom to cooperate with?,”
IEEE Trans. Wireless Commun., vol.7, no.7, pp. 2814-2827, Jul. 2008.

[4] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity.
part i. system description,” IEEE Trans. Commun., vol. 51, no. 11, pp.
1927-1938, Nov. 2003.

[5] V. Shah, N. Mehta, and R. Yim, “The relay selection and transmission
trade-off in cooperative communication systems,” IEEE Trans. Wireless
Commun., vol. 9, pp. 2505-2515, Aug. 2010.

[6] K. Tourki and M.-S. Alouini, “Toward distributed relay selection for
opportunistic amplify-and-forward transmission,” in IEEE Veh. Tech.
Conf., pp. 1-5, May 2011.

[7] J. Laneman, D. Tse, and G. Wornell, “Cooperative diversity in wireless
networks: efficient protocols and outage behavior,” IEEE Trans. Commun.
Inf. Theory, vol. 50, no. 12, pp. 3062-3080, Dec. 2004.

[8] R. Tannious and A. Nosratinia, “Spectrally-efficient relay selection with
limited feedback,” IEEE J. Select. Areas Commun., vol. 26, no. 8, pp.
1419-1428, Oct. 2008.

[9] A. Tajer and A. Nosratinia, “Opportunistic cooperation via relay selection
with minimal information exchange,” in Proc. IEEE Int. Symp. on Inf.
Theo. (ISIT), Nice, France, June 2007.

[10] A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman, “A simple cooperative
diversity method based on network path selection,” IEEE J. Select. Areas
Commun., vol. 24, no. 3, pp. 659-672, Mar. 2006.

[11] Y. Jing, and H. Jafarkhani, “Single and multiple relay selection schemes
and their achievable diversity orders,” IEEE Trans. Wireless Commun.,
vol. 8, no. 3, pp. 1414-1423, Mar. 2009.

[12] C-H. Yu, B. Mumey, O. Tirkkonen, “Distributed multiple relay selection
by an auction mechanism,” in IEEE Global Commun. Conf., Anaheim,
USA, Dec. 2012.

[13] M. Eltayeb, and Y. Al-Harthi, “Multiuser diversity with binary feed-
back,” Wireless Personal Commun., vol. 58, no. 4, pp. 669-680 June 2011.

[14] Z. Bali, W. Ajib, and H. Boujemaa, “Distributed relay selection strategy
based on source-relay channel,” in IEEE 17th Int. Conf. Telecommun.,
Apr. 2010, pp. 138-142.

[15] L. Wang, G. Zhang, and G. Wei, “Relay selection with noisy limited
feedback,” in the 6th Int. ICST Conf. on Commun. and Net. in China,
Aug. 2011, pp. 400-404.

[16] R. Baraniuk, “Compressive sensing”, IEEE Signal Process. Mag., vol.
24, no. 4, pp. 118-121, Jul. 2007.

[17] M. Eltayeb, T. Al-Naffouri and H. Bahrami, “Compressive sensing for
feedback reduction in MIMO broadcast channels,” IEEE Trans. Commun.,
vol. 62, no. 9, Sept. 2014.

[18] M. Eltayeb, T. Al-Naffouri, and H. R. Bahrami, “Downlink scheduling
using non-orthogonal uplink beams,” in IEEE Wireless Commun. and Net.
Conf.,” Apr. 2014, Istanbul, Turkey.

[19] E. Candes and Y. Plan, “Near-ideal model selection by l1 minimization,”
Ann. Statist., vol. 37, no. 5A, pp. 2145-2177, 2009.

[20] K. Elkhalil, M. Eltayeb, H. Shibli, H. R. Bahrami, and T. Al-Naffouri,
“Opportunistic relay selection in multicast relay networks using compres-
sive sensing,” in IEEE Global Commun. Conf., Dec. 2014, Austin, TX.


