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Quantization

» In quantization, an analog sample with amplitude that may take
value in a specific range is converted to a digital sample with
amplitude that takes one of a specific pre-defined set of
quantization values.
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The process of quantizing a signal is the first part of converting a sequence of analog
samples to a PCM code.

In quantization, an analog sample with amplitude that may take value in a specific
range is converted to a digital sample with amplitude that takes one of a specific pre—
defined set of quantization values. This is performed by dividing the range of possible
values of the analog samples into L different levels, and assigning the center value of
each level to any sample that falls in that quantization interval. The problem with this
process is that it approximates the value of an analog sample with the nearest of the
guantization values. So, for almost all samples, the quantized samples will differ from
the original samples by a small amount. This amount is called the quantization error.
To get some idea on the effect of this quantization error, quantizing audio signals
results in a hissing noise similar to what you would hear when play a random signal.
Assume that a signal with power P.is to be quantized using a quantizer with L = 2"
levels ranging in voltage from —m, to m, as shown in the figure.

We can define the variable Av to be the height of the each of the L levels of the

2
guantizer as shown above. This gives a value of Av equalto Av = e




Therefore, for a set of quantizers with the same m,, the larger the number of levels of
a quantizer, the smaller the size of each quantization interval, and for a set of
quantizers with the same number of quantization intervals, the larger m,, is the larger
the quantization interval length to accommodate all the quantization range.




Input output characteristics of the
quantizer
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Now if we look at the input output characteristics of the quantizer, it will be similar to
the red line in the following figure. Note that as long as the input is within the
guantization range of the quantizer, the output of the quantizer represented by the
red line follows the input of the quantizer. When the input of the quantizer exceeds
the range of —m, to m,, the output of the quantizer starts to deviate from the input
and the quantization error (difference between an input and the corresponding
output sample) increases significantly.

Now let us define the quantization error represented by the difference between the
input sample and the corresponding output sample to be g, or

q=x—xq.

Plotting this quantization error versus the input signal of a quantizer is seen next.
Notice that the plot of the quantization error is obtained by taking the difference
between the blow and red lines in the above figure.




Quantization Noise Power

» Assuming that the input signal is restricted between -m, to

m
.

» Error g (quantization noise) will be a random process that is
uniformly distributed between -Av/2 and Av/2with a
constant height of 1/@v.

» The power of such a random process can be found by finding
the average of the square of all noise values multiplied by
probability of each of these values of the noise occurring.
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To understand the following, you will need to know something about probability
theory. Assuming that the input signal is restricted between -m, to m,, the resulting
quantization error g (or we can call it quantization noise) will be a random process
that is uniformly distributed between —Av/2 and Av/2 with a constant height of
1/Av. That is, all values of quantization error in the range —Av/2 and Av/2 are equally
probable to happen. The power of such a random process can be easily found by
finding the average of the square of all noise values multiplied by probability of each
of these values of the noise occurring. So,




Continue.... Quantization Noise

Power
» Now substituting for Av = 2"% in the above equation 7, = %
gives
2my, 2
o (T) _ mf,
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» Signal to Noise Ratio (SNR) is the ratio of the power of the
input signal of the quantizer to the power of the noise
introduced by the quantizer
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Now substituting for Av = e
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in the above equation gives F; = 5 = 32
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As predicted, the power of the noise decreases as the number of levels L increases,
and increases as the edge of the quantization range m, increases.

Now let us define the Signal to Noise Ratio (SNR) as the ratio of the power of the
input signal of the quantizer to the power of the noise introduced by the quantizer
(note that the SNR has many other definitions used in communication systems
depending on the applications)




SNR in dB scale

» In general the values of the SNR are either much greater than
1 or much less than 1. This suggests the use of dB scale.
» L of a quantizer is always a power of twoor L = 2"
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In general the values of the SNR are either much greater than 1 or much less than 1.
A more useful representation of the SNR can be obtained by using logarithmic scale
or dB. We know that L of a quantizer is always a power of two or L = 2". Therefore,

Note that o shown in the above representation of the SNR is a constant when
guantizing a specific signal with different quantizers as long as all of these quantizers
have the same value of m,,.




Effect of Number of Bits (n)

SNRgg = a+ 6n dB

» The SNR of a quantizer in dB increases
linearly by 6 dB as we increase the number of
bits that the quantizer uses by 1 bit.

» The cost for increasing the SNR of a quantizer
is that more bits are generated and therefore
either a higher bandwidth or a longer time
period is required to transmit the PCM signal.
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It is clear that the SNR of a quantizer in dB increases linearly by 6 dB as we increase
the number of bits that the quantizer uses by 1 bit. The cost for increasing the SNR of
a quantizer is that more bits are generated and therefore either a higher bandwidth
or a longer time period is required to transmit the PCM signal.




Generation of the PCM Signal

» Each of the levels of the quantizer is assigned a code from 000...000 for the
lowest quantization intervalto 111__111.

» A digit-at-time encoder makes n sequential comparisons to generate n-bits
code word. The sample is compared with reference voltages 27,26,25, ...,2

PCM Code

A quantization interval Corresponding quantization value 0o sample
m, <
¢ | 5 &
1 //g’_\
v > B\ )
L=2"
L levels 0 % \ V t
nbits i y moST AT, ST
‘3\\2/5’ 0...01
0....00
0....000

m,

¢ Quantizer Input Samples x
° Quantizer Output Samples x,

Dr. Ali Mugaibel 9

Now, once the signal has been quantized by the quantizer, the quantizer converts it to
bits (1’s and 0’s) and outputs these bits. Looking at the figure in the previous lecture,
which is shown here for convenience. We see that each of the levels of the quantizer
is assigned a code from 000...000 for the lowest quantization intervalto 111...111
for the highest quantization interval as shown in the column to the left of the figure.
The PCM signal is obtained by outputting the bits of the different samples one bit
after the other and one sample after the other.

We can use a digit-at-time encoder which makes n sequential comparisons to
generate n-bits code word. The sample is compared with reference voltages
27,26,2>,...,20,




Companding: Non-unifrom
Quantization

»

» ldeally we want constant SNR for all values of the
message.

» Signals (voices) varies as much as 40dB  (10* power
ratio). The variation could be different due to
connection lengths.

» Statistically (for voice): most of the time the signal has
small amplitudes (Low SNR most of the time).

(av)?

2% A X 2
» For uniform quantization Av = =" and N, =

12

» The error depend on the step size. The solution is to
use small steps for small amplitudes and large steps
for large amplitudes (Progressive taxation)

» Thisis equivalent to first compress the signal samples
& then use uniform quantizer. (Later we will have to
decompress).

Since at the transmitter/receiver we do compress/expand, we call

the compensation compander =Compresser +Expander.
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An approximately logarithmic compression characteristicyields a quantization noise
nearly proportional to the signal power. The SNR becomes practicallyindependent of the
signal power over a large dynamicrange. (Loud talks and stronger signals are penalized
more than soft ones)

Two standards are accepted by the CCITT
1) wp-law (North America & Japan)

2) A-law (Europe & the rest of the world & international routes)

A and u determines the degree of compression (compression parameter).
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CCITT (Comite Consultatif International Téléphonique etTélégraphique, an
organization that sets internationalcommunications standards. CCITT, now
known as ITU (the parent organization) )
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http://www.webopedia.com/TERM/C/communications.htm
http://www.webopedia.com/TERM/S/standard.htm
http://www.webopedia.com/TERM/I/ITU.htm

u-law

F'(y) =squly)(1/p)((1+p)¥ -1) -1<y<1

» For input variation greater than
40dB, u > 100.

» For practical telephone systems

w1 = 100for 7bit (128 levels)
u =255 for 8bit (256 levels)

» The compander with logarithmic
compression can be realized by a
semiconductor diode. We can also
use piecewise approximation with
small end-to-end inferiority.

» See Wikipedia for “u-law algorithm”

sgn(z)

In(1+ plz|)

-1<z<
In(1+ p) lsz=l
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A-law

» For a given input x, the
equation for A-law encoding is
as F(x)

» A-law expansionis given by the
inverse function, F~1(y)

» In Europe, A = 87.7; the value
87.6 is also used.

» Example: how many levels will
be used to represent the lowest
20% of the signal level for the
caseof A=1and A =10?
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SNR impact

» When u-law is used:

S 312 m3

N_(t: = m for /12 > ﬁ

» The output SNR is almost
independent from the input
SNR.

» Note the scale above is in dB.

» Are you familiar with the dB
scale?
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Signal-to-Quantization-noise ratio in
PCM with and without compression
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Excersize

» In a certain digital voice communication
system, the error in sample amplitudes
cannot be greater than 3% of the peak
amplitude.

» Determine the number of bits for the
quantizer, n.

» Ans.n=6

Part of Quiz 6 (072)
Ans 6
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The T1Carrier System

» 24 Channels (TDM-PAM).

»  Encoder (Quantize and Encode) samples ,8 binary pulses
(Binary Codeword).

»  Regenerative repeaters /6000 feet

» @ the receiver: decode binary pulses into samples,
demultiplex, LPF. cuuone

o
Multiplexing is [Di;iul l | P | ™\ ) LPF }—o!
not mechanical procesor o ° [LPF }—on
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More about T1

» The 1.544 Mbit/s of the T1 system is called Digital Signal Level 1
(DST1)....DS2,DS3,DS4 also exist.

» T1(N. America & Japan)

» By CCITT a different system of 30 Channels PCM (2.048 Mbits/s)
is used in Europe and others
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Frame Synchronization
ey S

1Frame = 193 Bs (192 Data Plus 1 Framing) - 125 utec

» Frame: A segment containing one code-word (corresponding
to one sample) from each of the 24 channels.
# of bits = 24 x 8 =192 + a framing bit (in order to separate information
bits correctly)=193 bits/frame

sooom’iﬂ => = 125us

19325 . 125 % _ 1,544 Mbit/s

frame frame
» Framing bits: Chosen so that a sequence of framing bits, one
at the beginning of each frame, forms a special pattern that is
unlikely to be formed in speech signal.

» 0.4 to 0.6ms to detect synchronization loss, 50 ms to reframe.
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T1 System Signaling Format
» Signaling: bits corresponding to dialing
pulses & telephone on-hook/off-hook.

Ch. 1 Ch. 2 Ch. 24
Frame nos IF)112131415161718)112)314,516178). LlU-‘l‘l’l"“l‘I
L7319, B — o

T -
~ bits bits bits_-
Framing s Signakng "
bit ~—_ bit
R P
G P
Frameno, L1 2 | 3 4 5 } QL 1 [
Framing ///”
LN _— S
\ o~ )
Al frames ¥ Ch. | Ch. 23—+ - fe——Ch. 24—+
except FI1121314)516]718]11213141516)7 8] - J1]2]3]4]5]6]7 81
RATRTE
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bits bits bits
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