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Summary

A data network is an expensive resource that requires rigorous monitoring, management, and maintenance practices. This is because organizations seek to stay abreast of rapid advances in communication and computing technology, as well as meet their own increasing communication and computing requirements. Regular monitoring of network operations is essential. This practice ensures adequate levels of understanding of the operations.  Such understanding will provide intelligent answers to questions of cost, performance, and direction of growth that frequently arise throughout the lifecycle of data networks.

This proposal is developed to describe the work to be conducted for STC:

1.
Building simulation models covering STC enterprise data network using OPNET.

2. Conducting a simulation performance study covering a sub-network of the present STC enterprise data network. The sub-network is to be defined jointly by STC and KFUPM (acting as consultant).

3. Collection of network traffic data and its analysis.

4. Measurement based analysis of application performance and sizing.

5. Conducting accessibility and availability analysis on the network resources (business continuity plan for key sites).

6. Surveying of network management tools and Intrusion detection systems (IDS), study and recommendations.

7. Designing and conducting a training courses on network simulation.

This work will require that topological and traffic information be provided by STC. The shortcourses will be conducted on KFUPM premises.

The project will be completed in eighteen working months. The overall budget for the project is also given. 
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section 1
Introduction

A data network is an expensive resource that requires rigorous monitoring, management, and maintenance practices. Because of rapid advances in communication and computing technology, as well as increasing communication and computing requirements of the organization, it is essential that regular monitoring of network operations be conducted. This ensures adequate levels of understanding of operations. Such understanding will provide intelligent answers to questions of cost, performance, and direction of growth that frequently arise throughout the lifecycle of a network.

This is a proposal in response to a request from Saudi Telecommunication Company (STC), dated 12 July 1999. This work will require that topological and traffic information be provided by STC. The shortcourses will be conducted on KFUPM premises.

section 2
Objectives

The objective of this work is to model the existing STC data network and study different performance issues such as goodput and delay, and design related issues such as availability, accessibility, scalability and resource management. 

These models can also be used in defining future needs and in facilitating answers on future expansions, upgrading and hierarchical considerations. In addition this work will help identifying crucial factors that may influence current and future STC data network availability and utilization of bandwidth and other network resources. Also one can identify possible bottlenecks in the network especially at times when the network is overloaded.
Simulation models will cover the existing STC data network. Simulation performance studies will cover a sub-network of the existing network. The sub-network will be defined jointly. 

It is highly recommended to conduct a shortcourse during the work, and a second one at the end of the study period. 

section 3
Discussion of the Problem

3.1 description of the problem

Computer networks, which are the communications infrastructures of modern enterprises, are essential and valuable assets that improve the work efficiency and competitiveness of the organization. These networks allow quick dissemination of information to different computers located at various geographic locations. 

Classically, computer networks were thought of as pure data carriers. Nowadays these networks are transporting diverse types of traffic ranging from data to video. The Internet revolutionized the way we perceive information. Traffic patterns on these networks are changing too, from irregular, non-critical types of traffic to a wide spectrum of traffic including critical data. Consequently, computer networks are being designed to provide ubiquitous transport service.

Unifying traffic on network resources is of crucial importance to any modern, large size organization such as STC data network. Network structure and management, and traffic growth are among the main factors influencing the ability to unify this traffic. A poorly planned, managed, and maintained network usually has negative effects on the network resources and ultimately on its users. Similarly, traffic growth with no matching growth or planned expansion in the network results in degradation of service and ultimately to breakdowns in the network or its sub-networks. 

Network expansion is a natural consequence of other organizational expansions and enhancements. Pre-planning and management to integrate the new sub-networks is important, just as the selecting network equipment is important. This expansion creates overload on the existing network backbone that is shared among different segments of the network. A poorly managed backbone results in undesirable effects to the overall performance of the network. A common result is delay.

STC has experienced a major increase in its data communications and networking requirements. Projects to upgrade the networks are either recently completed or underway at this time. The two isolated networks, STC and TEP6, will span the different STC sites scattered around the kingdom. 

Accordingly, STC is interested in establishing simulation and performance studies capability as its new networks become fully operational. Training of STC personnel in these methods will allow revised planning over time as the needs for network use change.

3.2
approach to the problem

The above section suggests that network pre-planning and management is important in the lifecycle of the network. This is accomplished by modeling the network. A network can be studied either analytically or via simulation. 

Analytical models consume time and effort to develop and modify later on. Moreover due to the level of network sophistication and size of modern networks, analytical models are not practical. Thus simulation is the only way to proceed with network modeling. Simulation tools and packages are commercially available. The ease of modeling networks and modifying them along the way provides answers to the common “what-if” questions. 

In the capacity planning and management phases of the network lifecycle, simulation facilitates answers to traffic growth and network expansion. Artificial scenarios can be created to extrapolate network performance and to identify bottlenecks. 

Initially, topological information about the STC enterprise network will be collected from the client. Any additional information that may be required for the simulation modeling stage will be identified and obtained.

Important components of the network workload that need to be measured by STC staff and supplied to KFUPM will be identified.

Simulation models will be built and verified using the OPNET network simulation tool. Software licenses and upgrades to KFUPM may be needed.

The client and KFUPM will identify the sub-network that will be the subject of a performance analysis. One possible criterion for this selection would require the presence of router nodes, switches, links, and legacy LANs (Ethernet, token ring, or both). A solution approach for the integration of the simulation tool, network management, and traffic management/analysis systems/tools will be recommended.

The construction of simulation models of the selected sub-network will be necessary for simulating sub-network behavior. Extensive simulation runs will be made to understand the performance behavior of the sub-network. The results and conclusions from sub-network simulations could help tune the performance of other similar sub-networks within the STC data network. Thus, the required simulation models of the selected sub-network will be built and parameterized using data provided by the client. The model will be verified and validated using supplied trace data.

The simulation model will be used to evaluate the performance of the network under existing and projected workloads, and collect performance measures of interest such as utilization of various resources, throughputs, delays, etc. 

The performance results obtained will be analyzed in terms of identifying any required changes/upgrades to the network to improve overall network performance.

The planned shortcourses will cover all aspects that are typically involved in a simulation study such as, articulation of simulation objectives, network simulation tools, system requirements analyses, system synthesis (model construction), data collection, model verification, model validation, and output data analysis. The shortcourses will consist of a mixture of lectures and hands-on experiments, where the participants will have the opportunity to experience all the phases of a simulation project. A laboratory within KFUPM premises will be set up for the purpose. A minimum of 10 participants are expected to attend. The shortcourses will include 35 hours of instruction and will be scheduled in cooperation with the client. 

section 4
PROPOSED WORK

The proposed work will be carried out in four stages.  Each stage consists of a number of tasks. Below we articulate the objectives of each stage along with a tentative task schedule.

4.1
Task I—obtain network topological information

Perform a comparative study of available simulation tools and provide adequate recommendations. Concurrently collect topological information about the STC data network. The collection of topological information requires active participation from STC. Therefore we would require at least one engineer to be available for this task.

4.2
Task II—Construct models, Verify models, and identify the sub-network for study

Build simulation models of the STC data network using the simulation tool agreed upon.

4.3
Task III—Validate the sub-network model, conduct a performance study, perform analysis and make recommendations

Conduct a performance evaluation study of the selected sub-network. 

4.4 TASK IV—Traffic Data collection

Collect the network traffic information at appropriate aggregation points in the STC data network. This information will be obtained at two levels of details: (1) Low level protocol data unit based information; and (2) Application level traces of message passing activity. Data collection process will leverage from the existing STC infrastructure that supports SNMP. Additionally, we will use sniffers and monitors as needed to collect appropriate and useful information about network traffic. 

4.5
TAsk v—Network traffic analysis 

Traffic data will be used through custom developed tools to glean following information:

· Load characteristics on various parts of the network infrastructure;

· Variations of traffic loads over time;

· Break down of various types of traffic with respect to high level protocols, such as HTTP, HTTPS, FTP, NNTP, SMTP, RTP, RTSP, etc., and their characterization

· Evaluation of summary statistics, such as maximum and average injected traffic, peak time, etc.; and

· Analysis of bottlenecks and hot-spots in the network.

4.6
task vi—Measurement Based Performance analysis

Application oriented performance characteristics of the network, such as response time and jitter can be best analyzed through measurements using synthetic workload generators. We can emulate a sub-network in a laboratory environment using: (1) A scaled-down replica of the actual network using some of the same routers/switches as in the actual sub-network; and (2) Using a tool, such as dummynet, to emulate the delays that each packet experiences on the real network. Workload can be generated as high-level protocol transactions in an experimental client-server environment connected through the above network. Workload generator can be parameterized based on the characterization of the network traffic, as indicated in Task V.

Measurement based studies using a scaled down replica in an isolated laboratory environment are considered reliable to identify any infrastructure limitations with respect to specific types of workloads and loading levels. We will use this technique to analyze response time as well as jitter for delay-sensitive applications. 

4.7 task vii—Network sizing

We shall use the network traffic study and measurement based analysis results for sizing future upgrades of network infrastructure. It is a standard practice in industry to use network traffic characteristics and/or benchmarking results for capacity planning as well as sizing key infrastructure of the network.

4.8 task viiI—Network availability and accessibilty

Business continuity and contingency planning are two unavoidable tasks. The creation of a sound business continuity and contingency plan is a complex undertaking. It involves a number of stages and discrete activities, which include understanding the underlying risks and the potential impacts of disaster. Based on this a recovery plan can be built. In this task, following the identification of risk, solutions and software products to assist with business impact analysis and risk analysis will be recommended.

4.9 task IX—Network management and IDS

Sophisticated proactive network management software (NMS) has the ability to monitor network performance on an ongoing basis and to report unusual network conditions and activities. Manageability of network elements is related to network performance monitoring. We shall use the OSI management model, which defines the five management application functional areas as: Configuration, Fault, Performance, Security, and Accounting Management. The network elements have to be manageable through the same NMS. Currently SNMP Ver2 is the supported network management protocol in STC networks. We shall analyze and assess the existing NMS (HP-OpenView based) and the future business requirements to determine future NMS needs. We shall then propose a deployment plan and recommendations for replacement or upgrade of the actual system.
An assessment of the current system management software (SMS) shall be carried out to determine the feasibility of integrating SMS and NMS in STC. We shall then propose an integration plan and recommendations for future deployment.
4.10
task X—final reporting
Submit A report will be submitted every 6  months and a final report  showing the modeling, traffic analysis, assessment, performance analysis, and documentation efforts. Report will also identify the sub-network for simulation, and a final report incorporating suggested revisions at month eighteen.

4.5 Task ix— shortcourses
Design and conduct shortcourses to teach participants how to successfully conduct simulation studies. 

section 5
Deliverables Items

Items to be provided or delivered during the course of the proposed work are shown in the Project Deliverable Items List (PDIL) of Tables 5.1 and 5.2. The items to be delivered by KFUPM/CCSE to the Client and from the Client to KFUPM/CCSE are summarized in the following paragraphs:

A:
KFUPM/CCSE will provide the following items to the Client:

1.
Report describing the STC data network. The report shall also include a description of the sub-network that will be the subject of the performance study. The constructed simulation models will be attached. Additionally, the report will include the findings of network traffic analysis. This report will be done at the end of the second stage (Task II).
2.
A comprehensive and detailed report on the performed studies, findings, and recommendations.  Recommendations will reflect in detail the required actions, upgrades, replacements, technology and services deployment needed by the STC data network. Furthermore, STC will be provided with the source code of all the simulation models developed (Task III).

3.
Draft final and final report

4.
Shortcourses schedule and materials.

B:
KFUPM/CCSE will receive the following items from the Client:

1.
All topological information related to the STC data network including network diagrams and maps.

2.
Traffic information on specific network segments and resources as required.

3.
Personal identification cards, vehicle registration, gate pass etc., for the movement of project personnel, equipment and materials.

Upon initiation of the contract, PDIL and the Work Schedule will be under formal change control and the two parties agree to be bound by the latest, mutually approved version of the PDIL and schedule. No element of the PDIL or of the schedule shall be changed without the official concurrence of both parties.

Table 5.1.
Project deliverable items list: 
Items to be provided by KFUPM/CCSE.

	Item
	Description
	Quantity
	Delivery
(in months)

	A-1
	Report describing the STC data network.
	1
	6

	A-2
	A comprehensive report on the performed studies, findings,  and  recommendations.
	1
	12

	A-3a
A-3b
	Draft Final report

Final report
	1

	11.5
12

	A-4
	Shortcourse schedule and material
	1
	12


Table 5.2.
Project deliverable items list: 
Items to be provided by Client.

	Item
	Description
	Quantity
	Delivery
(in months)

	B-1
	STC data network topology 
	1
	1

	B-2
	Traffic information on selected subnet
	1
	1

	B-3
	Personal identification cards, vehicle registration, gate pass
	1
	1


The time of delivery is given in months after the contract start date. The actual calendar dates for delivery of these items and those shown in the Work Schedule will be determined not later than the end of the second contract week.

section 6
Work Schedule

The proposed work will be completed within twelve working months after signing of the contract. The parties will communicate factors that may delay the schedule promptly and any schedule changes will be agreed to in writing. These factors might include delays in obtaining new software and complete information necessary for building the network model, among others.

section 7
Management Plan

College of Computer Sciences and Engineering of King Fahd University of Petroleum and Minerals (KFUPM), whose project team will coordinate the work, will conduct the proposed study.

Dr. Abdulaziz S. Almulhem, Assistant Professor, Department of Computer Engineering, will provide general management support. Specifically he will be responsible for the following:

1.
Technical quality of the work.

2.
Timely and comprehensive reporting of work progress and outcome of the study.

3.
Timely completion of individual tasks and of the entire project.

4.
Control of costs.

5.
Co-ordination of the work of the project team.

section 8
cost


1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
The proposed work requires the following budget items:

10. One Project Manager: 20 Man-Days                                     SR 3,200
11. Consulting from Faculty   600 Man Days:                            SR 105,600
12. Two Engineers/Programmers: 600  Man-Days:                     SR 48,000
13. Secretarial work:                                                                         SR 8,000

14. Travel expenses: 48 Trips (man travel days) for all team members to Riyadh                                                                                     SR 48,000

15. Perdiem compensation: A total of 96 days based on an average of two days per trip per member.                                                                SR 80,000
16. Software Licences for Network Modelling and Simulation Tools such as OPNET                                                                                  SR 320,000

17. Hardware  Equipment (switches, routers, etc),  SUN Blade Workstations (5 Nos):                                                                                SR 240,000

18. Stationary, consumables, and miscellaneous expenses, hospitality: 

                                                                                                        SR 48,000/-

19. Two 40-Hour Training Short Courses (10 Participants in each):                                            

                                                                                             SR 16,000/-

Total budget of the project is SR 916800.

section 9
general terms and conditions

The services and product described in this proposal are to be offered under the General Terms and Conditions of a written agreement between STC and the College of Computer Sciences and Engineering. The cost, delivery time, and other factors of the proposed work may be materially altered should different terms and conditions be incorporated in any ensuing contract for this work.
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Abdulaziz Almulhem earned a Bachelor of Sciences degree in Computer Engineering from King Fahd University of Petroleum & Minerals (KFUPM), in June 1990, a masters degree in Computer Engineering from KFUPM in June 1994, and the PhD degree in Electrical and Computer Engineering from the University of Victoria, Canada in August 1998.  From 1990 to 1994, he worked as a Research Assistant in the Department of Computer Engineering (KFUPM), where he was involved in projects from Al-Jeraisy, STC (then known as PTT), and KACST. Recently he is working as consultant to Saudi Aramco in documenting and evaluating their Enterprise Data Network.

During the period from August 1996 to April 1998, Abdulaziz Joined Nortel Networks, Canada as a traffic performance analyst in the traffic management and performance group. Then he has been assigned a system engineer position at the advanced ATM systems group, where a Gigabit ATM switch architecture has been developed. The last task assigned was in the R&D group of the next generation Terabit IP engines which is the company’s current main business. 

In December 1998 Abdulaziz joined the Department of Computer Engineering of King Fahd University of Petroleum and Minerals (KFUPM), as an Assistant Professor. At KFUPM, he has been teaching courses on High-speed networks, Data & Computer Communication Networks, computer architecture, and mobile computing and communications.

Abdulaziz Almulhem has around 10 journal and conference publications, two patents and five pending patents with the US patent Office.

Dr. Almulhem is a member of IEEE.

SADIQ M. SAIT
Sadiq M. Sait obtained a Bachelor's of Engineering degree in Electronics from Bangalore University, India, in 1981, and Master's and Ph.D degrees in Electrical Engineering from King Fahd University of Petroleum & Minerals (KFUPM), Dhahran, in 1983 and 1987 respectively.  Since 1987 he has been working at the Department of Computer Engineering where he is now a Professor, teaching graduate and undergraduate courses in the areas related to Digital Design Automation, System Design, Computer Architecture, and Iterative Algorithms.  He was promoted to Professor in 1998.

Sadiq M. Sait has authored over 125 research papers in International Journals and Conferences. He has also contributed two chapters to a book entitled 'Progress in VLSI Design', and recently (2002) contributed to Handbook of Computer Engineering, CRC Press, USA.  He served on the editorial board of International Journal of Computer Aided Design between 1988-1990, and was invited to serve as a guest editor for their special issue on Hardware Description Languages.  He is currently the Computer Science Editor of Arabian Journal for Science and Engineering. Sait has also served as a referee for several leading journals. He is the member of the reviewers board of the Computer-Aided Design Journal, UK.  He has given invited lectures in The University of Erlangen, Nurenberg, at IBM Research Center, Rushlikon., and in several conferences.  His current areas of interest are in Digital Design Automation, System Design, Optimization, and General Stochastic and Evolutionary Algorithms.

Sadiq M. Sait is the co-author of the book VLSI Physical Design Automation: Theory and Practice published by McGraw-Hill Book Co., Europe, (also co-published by IEEE Press), 1995, and also the book Iterative Computer Algorithms with Applications in Engineering: (Solving Combinatorial Optimization Problems)  published by the IEEE Computer Society Press, September 1999.

Sadiq M. Sait is a Senior Member of IEEE.

ABDUL WAHEED M.A. SATTAR
Abdul Waheed earned his BSc degree with honors in Electrical Engineering from University of Engineering and Technology, Lahore, Pakistan in 1991. He received the MS degree in 1993 and the PhD degree in 1997, both in Electrical Engineering from Michigan State Univeristy, East Lansing, Michigan, USA. From August 1991 to May 1997, he was employed as a Research and Teaching Assistant in the department of Electrical Engineering at Michigan State University, concurrent to his Masters program.
Abdul Waheed is currently an assistant professor in Computer Engineering Department at KFUPM. Before joining COE, he was working at Inktomi Corporation in Foster City, California, USA as a performance engineer in network products division. He was a research staff member at NASA Ames Research Center, Moffett Field, California, USA from May 1997 until July 2000. He held a summer position in Concurrent Computing Division at Hewlett-Packard Research Laboratories in Palo Alto, California, USA in 1994. . 

His current research interests include performance evaluation, high-performance computing and networking systems, and multimedia systems. He has written over twenty refereed conference and journal papers on related topics. Dr. Waheed is a member of the IEEE  Computer Society.

MOHAMMED H. SQALLI
Mohammed H. Sqalli received a degree of “Ingenieur d’Etat” in Computer Science from Ecole Mohammadia d’Ingenieurs, Rabat, Morocco in 1992. He earned a Master’s degree in Computer Science in 1996 and a Ph.D. degree in Engineering - Systems Design in 2002, both from the University of New Hampshire, Durham, NH, USA. He obtained a Fulbright Scholarship for the period of 1994-1998.
From September 1992 to July 1994, he worked as a Software Engineer in the Computer Science Department, Ministry of Finance, Rabat, Morocco. From May 1996 to August 1999, he was a Research and Project Assistant at the ATM Consortium in the InterOperability Lab (www.iol.unh.edu), University of New Hampshire, Durham, NH, USA. From September 1999 to July 2002, he was employed as a Senior Automation Testing Specialist at the Siemens - Mobile - Telecom Innovation Centre, Siemens Canada Ltd. (www.tic.siemens.ca), Kanata, Ontario, Canada.

Mohammed H. Sqalli is currently an assistant professor in the Computer Engineering Department at KFUPM. His current areas of interest include design, management, modeling, verification, and diagnosis of computer networks, constraint satisfaction problems (CSP), and case-based reasoning (CBR). He has over 10 publications in related areas.
Saleh H. Al-Sharaeh
Saleh Al-Sharaeh earned his BSc degree in Computer Engineering from Jordan University of Science and Technology, Jordan, 1989. He received his MS degree from Tennessee State University in 1992 with honor. And the PhD degree in 1996, from University of Alabama with emphasis on Parallel and Distributed Computing.  .From May 1991 to June of 1992, he was employed as a Teaching Assistant in the department of Electrical Engineering at Tennessee State University, and from Jan 1993  to December of 1996 at the University of Alabama, in  concurrent to his Masters and PhD program respectively.

In January of 1997 to August of 1998, Al-Sharaeh joined the faculty staff of Tuskegee University, Alabama, USA as an Assistant Professor. During that period he supervised thesis of three graduate students.  He also awarded the summer faculty research fellowship from the Dept of Energy, to conduct research at Argonne National Lab in Chicago.  In 1998, he Joined Lucent Technologies, in the R&D Dept of Network and Wireless Solutions, as a member of technical staff.  He worked as a group leader in development of  wireless services and solutions and awarded Bell Lab silver award for his vital contribution to the development and deployments of the CAMELTM feature.  He also established an R&D group in Lucent Technologies China to conduct research and development that are related to China Market.  After China product, Al-Sharaeh worked in the development of  product that will be part of the UMTS, 3G, solution.  Al-Sharaeh is currently an assistant professor in the Computer Engineering Department at KFUPM.. 

His current research interests include performance evaluation, load balancing high-performance computing, simulation and visualization. He has written over 15 refereed conference and journal papers on related topics. Dr. Al-Sharaeh is a member of the ISCA computer society.
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