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ABSTRACT This paper presents a new heuristic for the data clustering problem. It comprises two parts. The
first part is a greedy algorithm, which selects the data points that can act as the centroids of well-separated
clusters. The second part is a single-solution-based heuristic, which performs clustering with the objective
of optimizing a cluster validity index. Single-solution-based heuristics are memory efficient as compared
with population-based heuristics. The proposed heuristic is inspired from evolutionary algorithms (EAs)
and consists of five main components: 1) genes; 2) fitness of genes; 3) selection; 4) mutation operation; and
5) diversification. The attributes of the centroids of clusters are considered as genes. The fitness of a gene
is a function of two factors: 1) difference between its value and the same attribute of the mean of the data
points assigned to its cluster and 2) the frequency with which it has been mutated in previous iterations.
The genes that have low fitness values should be updated through the mutation operation. The mutation
operation performs small change (positive or negative) in the value of the gene. The mutants are accepted
if they are better (with respect to objective function) than their parents. However, diversification in the
search process is maintained by allowing, with a small probability, the mutants to replace their parents even
they are not better than them. The objective functions used in the proposed heuristic are Calinski Harabasz
index and Dunn index. The proposed algorithm has been experimented using real-life numeric data sets of
UCI repository. The number of data points and number of attributes in the datasets lie between 150–11 000
and 4–60, respectively. The results indicate that the proposed algorithm performs better than two standard
EAs: 1) simulated annealing algorithm and 2) differential evolution algorithm and a genetic algorithm-based
clustering method.

INDEX TERMS Data clustering, simulated evolution, applications of evolutionary algorithms, genetic
algorithm.

I. INTRODUCTION
Clustering refers to the partitioning of a set of data-points
into groups in such a way that each data-point is maximally
similar to the data-points within its cluster [1], [2]. Clustering
is an important problem in data-mining and machine learn-
ing. Some popular applications of clustering are as follow:
(i) It is used to summarize data inmany data-mining problems
such as outlier analysis and classification; (ii) It is used to
group like-minded users and similar customers in collabo-
rative filtering and customer segmentation; (iii) It is used to
create compact data representation; (iv) It is used to detect key
trends and events in the streaming data of social networking
applications; and (v) It is used to group similar genes in gene-
expression data analysis [2], [3]. The clustering problem is
NP hard when the number of clusters is more than three [4].

Clustering algorithms are usually classified into two types:
(a) Partitional clustering, and (b) Hierarchical clustering.
Partitional clustering algorithms iteratively splits data into

clusters. A data-item can belong to only one partition. The
total numbers of clusters (K ) should be known in advance,
unless, additional methods are employed to determine the
number of clusters. In hierarchical clustering, a dendrogram
(or clustering tree) is generated. The first step is to build a
similarity matrix between all data-points and selects a pair of
data-items that are maximally similar to each other. In the
second step, the similarity matrix is updated and the data-
items that were selected in the previous step are replaced by a
single entry for the pair. The remaining steps repeat the same
procedure to complete tree construction [5]. Hierarchical
clustering automatically determine the number of clusters.

The quality of clustering is measured in terms of its com-
pactness and separation. A cluster is said to be compact
when its data-points are similar to each other. A cluster has
good separation when its data-points are maximally dissim-
ilar with the data-points of the other clusters. The similarity
between two data-items can be determined in terms of several
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measures such as as: Minkowski Distance, Cosine dis-
tance, Correlation coefficients (e.g. Pearson, Spearman).
Minkowski Distance is the most popular method and as a
parameter p. When p = 1, it yields Manhattan distance,
and when p = 2, it returns Euclidean distance. The choice
of similarity measure usually depends on the application
area where clustering is applied. Euclidean distance is most
commonly used similarity measure and produces good results
in majority of applications [6]. The quality of a clustering
solution is determined using a validity index. The validity
indices compute both compactness and separation between
clusters. Some popular quality measures are as follows:
(a) Davies Bouldin Index (DBI) [7]; (ii) Calinski Harabasz
Index (CHI) [8]; (iii) Dunn Index (DI) [9], [10]; (iv) Silhou-
ette Index (SI) [11]; and (v) SD Validity Index (SDI) [12].
In this work we used CHI and DI.

In optimization perspective, clustering problem is consid-
ered as an NP-hard grouping problem [13], [14]. Heuristics
such as Evolutionary algorithms (EAs) are popular in solving
NP-hard problems [15], [16]. Recently, several evolutionary
algorithms (EAs) have been proposed to perform clustering.
The EAs can perform clustering using either a fixed or vari-
able K value and find clustering that is optimal w.r.t. to a
validity index. The EAs with a fixed K value are useful in the
following two cases: (i) Some information about the classes
in data is known, or (ii) The value of K can be obtained using
other methods such as the method proposed by Sugar and
James [17]. The EAs are compared with each other in terms
of two criterion: (i) their best objective function value; and
(ii) the number of evaluations of the objective function they
need to converge to their best result (known as evaluation
count or number of evaluations). The objective function is
usually computationally intensive and the EAs that have a
large evaluation count are considered to be slower than the
EAs that have a smaller evaluation count [18]–[21]. The
EAs can either use a population of solutions or use only
one solution. The single-solution-based EAs have smaller
evaluation count but their solution quality is usually not as
good as population-based EAs.

This article proposes a new heuristic for the cluster-
ing of numeric data and the objective is to maximize
CHI or DI. The proposed heuristic consists of two parts. The
first part is a greedy algorithm which selects the data-points
that can act as centroids of clusters and the criterion is to
maximize the separation between clusters. The second part
is a single-solution based heuristic whose components are
functions from Genetic Algorithm (GA) and Simulated Evo-
lution (SimE) algorithm [15]. The attributes of the centroids
of the clusters are considered as genes. The heuristic finds
optimal clusters by determining optimal values of all genes
w.r.t. a cluster validity index. In each iteration, the fitness of
all genes is determined and the genes of lesser fitness values
go through the mutation operation. The selection of genes
for mutation resembles the creation of selection set for the
allocation operation in the SimE algorithm. The mutants that
improve the objective function value of the solution always

replace their parents, whereas, the remaining mutants only
replace their parent with small but variable probability. The
iterations continue until the stopping criterion (maximum
runtime ormaximum iterations) is reached. Experiments have
been conducted to compare the proposed heuristic with two
standard EAs: (i) Simulation Annealing (Gen-SA) [22]; and
(ii) Differential Evolution (DE) [23] and a Genetic Algo-
rithm (GA) for the clustering problem [24]. The real-life data-
sets of the UCI repository [25], [26] have been used in the
experiments. The analysis of the experimental results show
that the proposed heuristic is better than the other heuristics
in terms of its solution quality and number of evaluations to
reach optimal value.

This paper is organized as follows. The second section
briefly describes some existing EAs for the clustering
problem. Third section describes the clustering problem.
Fourth section describes proposed heuristic. The experimen-
tal results are presented in the fifth section. The last section
contains the conclusion.

II. PREVIOUS WORK
This section describes some EAs for the clustering problem.
Selim and Alsultan proposed an application of Simulated
Annealing (SA) algorithm to the clustering problem [27]. The
solution is represented in terms of an assignment vector of
length equal to the number of data-points. For each data-
point, the vector holds the index of the cluster to which
it is currently assigned. The perturb operation consists of
changing the assignment of a randomly selected data-point.
The solution obtained from the perturb operation is always
accepted if it is better than the existing one, otherwise, it is
accepted with a very small probability.

Maulik and Bandyopadhyay proposed a Genetic
Algorithm (GA) for the clustering problem [24]. The chro-
mosome is represented by a vector that contains centroids
of all clusters. The objective function is equal to the sum of
the Euclidean distances of the data-points from the centroids
of their clusters. The fitness of a centroid (or cluster) is
computed in two steps. In the first step, the centroid is updated
to the current mean of the data-points that are assigned to it.
The second step is to compute the mean of the Euclidean
distances of all data-points from the centroids of their clus-
ters. The selection function uses fitness values to select the
best chromosomes from the population. It uses one-point
crossover and mutation operations and fixed cross-over and
mutation probabilities. In the mutation operation, an attribute
is randomly selected and a random number between 0–1 is
added or subtracted to it. The experimental results showed
that the GA-based clustering method has produced much
better results as compared to the K-means method.

Das et al. have proposed a Differential Evolution (DE)
algorithm for the clustering problem that also automatically
determines the number of clusters [18]. The chromosome
consists of two portions. The first portion stores the acti-
vation thresholds of clusters and the second portion stores
the centroids of clusters. A cluster is considered active if
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its activation threshold is greater than a pre-defined value
(e.g. 0.5). The fitness of a chromosome is equal to the recip-
rocal of a cluster validity metric such as Davies Bouldin
index (DBI). In each iteration, the data-points are assigned
to their nearest active clusters. The DE algorithm creates a
new generation of chromosomes by updating the centroids or
activation thresholds of the clusters. Changes in the centroids
and/or active thresholds values of a chromosome could lead
to a new clustering solution. The algorithm ensures that in any
chromosome, at-least two clusters should remain active. The
experimental results showed that it can perform better than
some existing algorithms such as GA-based clustering [24]
and standard DE algorithm.

Kang et al. have proposed a clustering algorithm based on
K-means and Mussels wandering optimization (MWO) [28].
The MWO basically overcomes the shortcomings of the
K-means method. In MWO a solution is called a mussel and
contains the centroids of all clusters. The sum of squared
errors (SSE) metric is used as the fitness function of a mus-
sels. Each iteration of the MWO algorithm consists of the
following three steps: (i) A small pre-defined number of
mussels which have best fitness values are determined and
their center is calculated; (ii) The position of the mussels are
updated following the procedure used in the MWO and with
the help of the center calculated in the previous step; and
(iii) At the end of each iteration, the top mussels are rede-
termined and a new center is calculated for the next iteration.
The experiments indicate that the algorithm performed better
than K-means and a hybrid of K-means with particle swarm
optimization (PSO) algorithm.

III. PRELIMINARY CONCEPTS
This section presents some relevant preliminary concepts and
definitions. Consider a data set D that contains N data points
and is represented by D = {d0, d1, . . . , dN−1}. Each data-
point di ∈ D consists of m attributes and represented by di =
{x0, x1, . . . , xm−1}, where xi ∈ R. A partitional clustering
algorithm tends to find a set of K clusters represented by
{C0,C1, . . . ,CK−1}. A cluster Cj is represented by two terms
(i) its centroid (Cc

j = {c0, c1 . . . , cm−1}), and (ii) the data-
points which are assigned to it (Cp

j = {p0, . . . , pnj−1}), where
nj represents the number of data-points that are assigned to
Cj. Any attribute of pi is represented by pi[xj], where j ∈
{0, 1, . . . ,m−1} and indicates the index of the attribute. Any
two clusters cannot have a same centroid (i.e., Cc

j 6= Cc
k , for

j 6= k). The assignment of data-points to any clusterCj should
meet the following condition: Cp

0 ∪· C
p
1 . . . ∪· C

p
K−1 = D.

The center of all data-points in D is represented as C . The
centroid of a cluster is equal to the means of all data-points
that are assigned to it (assuming that the similarity measure
is Euclidean distance). Many clustering algorithms includ-
ing this work try to find optimal centroids of the clusters
rather than finding optimal assignment of data-points. Given
a set of centroids, the data-points are assigned to the cluster
whose centroid is nearest to it or maximally similar to it

using a similarity measure. Euclidean distance is the most
commonly used similarity measure and is used in this work.
The Euclidean distance between two data-points di and dj is
represented by ||di − dj||.
Many cluster validity indices have been developed to mea-

sure the quality of clustering. This work uses two well-
established validity indices which are as follows: (a) Calinski
Harabasz index (CHI) [8], and (b) Dunn index (DI) [10]. Both
indices compute the ratio of the separation of clusters to their
compactness. CHI is defined in (1). The term in numerator
computes the average of the squared distance between the
centroids of different clusters (Cc

k ) and the global center
of the data-points (C). The term in denominator computes
the averaged squared distance of the data-points from the
centroids of their clusters. The maximum value is desirable
and refers to well-separated and compact clustering.

CHI =

∑K−1
k=0 nk ||C

c
k−C||

2

K−1∑K−1
k=0

∑
dj∈Ck

||dj−Cck ||
2

N−K

(1)

The DI is the ratio of the minimum distance between any two
data-points that belong to different clusters to the maximum
distance between any two-points that lie in a same cluster.
The DI is defined in (2), (3), and (4). The function ‘δ(u, v)’
is the smallest distance (or Euclidean distance) between any
two data-points that belongs to two different clusters u and
v. The function ‘1(w)’ is the largest distance between any
two data-points that belongs to a same cluster i.e., Cw (where
Cp
w is the set of all data-points which are assigned to Cw).

DI is determined as the ratio of the smallest value of δ(u, v)
over all possible values of u and v (provided u 6= v) to the
largest value of 1(w). A bigger value of DI means better
clustering.

δ(u, v) = min
x∈Cpu ,y∈C

p
v

(||x − y||) (2)

1(w) = max
{x,y}∈Cpw

(||x − y||) (3)

DI =
min{u,v}∈{0...K−1},u 6=v(δ(u, v))

maxw∈{0..K−1}(1(w))
(4)

IV. PROPOSED HEURISTIC
This section describes the proposed heuristic in detail.
Fig. 1 shows the main components of the proposed clustering
heuristic. It consists of two parts. The first part is a greedy
algorithm whose aim is to find points from the data-set that
can act as centroids of clusters. The criteria for the selection
of centroids is to maximize the inter-cluster separation. The
second part is a heuristic that contains some features of GA
and SimE algorithms and performs clustering by optimiza-
tion. The objective function of optimization is a validity index
that considers both separation as well as compactness of
clusters. The input of the proposed heuristic consists of the
following items: (i) Set of data-points (D); (ii) Number of
clusters (K ), (iii) Five parameters (α, β, δ, pm,B). The first
two parameters (α and β) belong to the first part and the
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FIGURE 1. Main components in the proposed heuristic for clustering.

remaining three parameters belong to the second part of the
heuristic.

A. OBJECTIVE FUNCTION
The objective function used in both algorithms is a validity
index that considers both separation and compactness of
clusters. The objective function is represented by fn and its
possible values are fn ∈ {CHI,DI}. The validity indices CHI
and DI are already described in (1) and (4). The values of both
indices should be maximized in the optimization.

B. ALGORITHM FOR FINDING OPTIMAL CENTROIDS AS
DATA-POINTS
Fig. 2 shows the first part of the algorithm. All the inputs of
the algorithm are already described at the start of Section IV.
The parameters α and β are related to the stopping criterion
of the algorithm. In line 1 of Fig. 2, up-to K data-points have
been selected as centroids. In line 4, The setD holds the data-
points which are not currently acting as centroids. In line 6,
the setDz holds the centroids of all clusters except the z+ 1th

cluster (the clusterCz is the z+ 1th cluster because the indices
of clusters starts from zero.) The set Pz stores a copy of the
centroid of the z+ 1th cluster. In line 7, f0 is the value of
the objective function before any change has taken place in
the current iteration. In line 8, a data-point is chosen as the
new centroid of the z+ 1th cluster. As the equation shows
that the new data-point should be the one which has maxi-
mum distance from the centroids of the remaining clusters.
In line 9, the values of the objective function before and
after the change are compared and the new centroid will be
discarded if it worsens the value of the objective function.
Line 13 contains a condition to terminate the loop if the last
β iterations are unable to produce any change in the cen-

troids. The algorithm can execute for up-to α number of
iterations.

C. PROPOSED HEURISTIC FOR THE
CLUSTERING PROBLEM
Fig. 3 shows the proposed heuristic which is used in the
second part of the data-clustering method. The initial solu-
tion comprises of the centroids determined by the greedy
algorithm. Each attribute of the centroid is considered as
a gene. In step 2, the fitness of all genes is computed.
In step 3, a selection set is prepared that contains the genes
that have low fitness values, however, genes of high fit-
ness values could also be selected with a small probability.
In step 4, the mutation operation is applied to the selected
genes. In step 5, the mutants refer to the new values of
the genes obtained by applying the mutation operation. The
mutants replace their parents (i.e., the existing values of
genes) if they do not worsen the objective function value.
However, the mutants that can worsen the objective function
value can also accepted with a very small probability. The
iterations proceeds until the stopping criterion is reached. The
different steps are described below in detail.

1) STEP 1: INITIALIZATION
In this step, the centroids determined by the greedy algorithm
are set as the initial solution. The centroids are represented
as {Cc

0,C
1
1 , . . . ,C

c
K−1} and the attribute of a centroid Cc

j are
represented by {c0, c1, . . . , cm−1}.

2) STEP 2: FITNESS COMPUTATION
In this step, the fitness of the attributes of all centroids is
determined. The fitness computation is based on the prin-
ciple of K-means method, i.e., in each iteration, the cen-
troids of clusters are assigned equal to the mean of the data-
points that are assigned to them. In the proposed heuristic,
the fitness of an attribute is inversely proportional to two
quantities: (a) the difference of that attribute from the same
attribute of the mean of the data-points, and (ii) the number
of times that attribute has been mutated in previous iterations.
Equations (5), (6), (7) and (8) show the computation of fitness
values of all attributes (i.e., m attributes) of centroid Cc

j
(which is the centroid of the jth cluster). In (5), the mean of
the data-points that are assigned to the jth cluster is computed
and represented by Cm

j (Cm
j has m attributes). The term∑nj−1

i=0 pi[x0] refers to the sum of the first attribute to all data
points that are assigned to the jth cluster. The total number of
data-points assigned to the jth cluster is equal to nj. In (6), a
difference is computed between the current centroid value of
the jth cluster (Cc

j ) and the mean value from (5). In (6), point-
wise differences are computed between the same attributes.
In (7), the difference values are divided by the history of the
attributes. The history of an attribute is the number of times
it has been mutated in previous iterations. The calculation
are again point-wise and the difference of the k th attribute
is divided by the history of the kth of centroid Cc

j . In (8), the
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FIGURE 2. Proposed algorithm for finding centroids as data-points.

FIGURE 3. Proposed heuristic for data clustering.

values are normalized which are termed as fitness values. The
vector fj consists of m attributes and any k th attribute of fj
holds the fitness value of the k th attribute of Cm

j .

Cm
j =

1
nj
{

ni−1∑
i=0

pi[x0], . . . ,
ni−1∑
i=0

pj[xm−1]} (5)

1j = Cc
j − C

m
j (6)

Vj =
1j

H [j]
(7)

fj =
Vj

max(Vj)
(8)

3) STEP 3: SELECTION
The proposed heuristic uses the selection function of the
SimE algorithm [15] and fitness value is used in place
of the goodness value. The selection function uses a
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parameter B which is the Bias factor and its value could lie
between [−0.2, +0.2]. The selection function is described
in (9). The function applies the selection function on the jth

attribute of centroid Cc
i and the result could be 1 or 0. The

term ‘Random’ indicates a random number between [0,1].
The attributes whose result from the selection function is one
should go through the mutation operation.

sij =

{
= 1 if Random < 1− fi[j]+ B
= 0 otherwise

(9)

4) STEP 4: MUTATION
The mutation operation is applied to an attribute at a time
and it can make a small change in its value. The steps in the
mutation operation for the jth attribute of Cc

i are as mentioned
below. The existing value of the jth attribute is represented
by cj and the value after the mutation operation is represented
by c′j.

1) Determine the lower (lj) and upper (uj) bounds for
the jth attribute as mentioned in (10) and (11). The
lower and upper bounds are equal to the minimum and
maximum values of the jth attributes of all points in the
data-set D.

2) Compute two intermediate terms: tl and tu, where tl =
cj−lj
2 and tu =

uj−cj
2 .

3) The new value of the jth attribute (i.e., c′j) is equal to
a randomly selected value from a uniform distribution
between cj − tl and cj + tu.

lj = min
di∈D

(di[j]) (10)

uj = max
di∈D

(di[j]) (11)

5) STEP 5: SOLUTION UPDATE
The value of an attribute obtained from the mutation oper-
ation always replace the existing value of that attribute if it
does not worsens the objective function value. Otherwise, it
is accepted only with a very small probability. The procedure
to accept a mutant is mentioned below. The existing value
of the attribute is represented by cj and the mutant value is
represented by c′j.

1) Compute f0 as equal to the objective function value
when the jth attribute has value equal to cj.

2) Compute f1 as equal to the objective function value
when the jth attribute has value equal to c′j.

3) Compute 1 = ||f0−f1||f0
4) If f1 is better than or equal to f0 then accept the mutant,

i.e., cj = c′j
5) Otherwise, accept the mutant under the following two

conditions: (a) 1 ≤ δ, and (ii) with acceptance proba-
bility equal to pm.

Both parameters δ and pm are real numbers between [0, 1].
The acceptance of worse solutions increases the diversity in
the search process, however, the values of δ and pm should be
kept very small in-order to avoid random walk like behavior.

The trapping of search into local optima can also be avoided
with the help of acceptance of bad moves.

V. EXPERIMENTAL RESULTS
The proposed heuristic has been implemented and executed
using R version 3.3.2 on a Linux-based system. The parame-
ter values used are as follows: α = 300, β = 10, δ = 0.01,
pm = 0.01, and B = −0.2. The parameter values have
been determined on the simplest problem ‘iris’ through trial
and error using some possible values. The dataset of real-
life problems from the UC Irvine machine learning repos-
itory [25], [26] have been used in the experiments. The
benchmarks have only numeric attributes and have been pre-
viously used in the evaluation of the clustering algorithms
such as Swarm intelligence and Differential evolution based
clustering methods [18], [28]. Table 1 shows the important
characteristics of the benchmarks. The number of data-points
lie from 150–10992, number of attributes lie between 4–60
and number of classes in the data lie between 2–10. The
experiments consists of two parts. The first part considers the
CHI validity index as the objective function and the second
part uses DI validity index as the objective index.

TABLE 1. Characteristics of real-life data-sets.

The performance of the proposed heuristic has been com-
pared with three existing algorithms which are as follows:
(a) standard Simulated Annealing (Gen-SA) [22];
(b) standard Differential Evolution (DE) [23]; and (c) Genetic
Algorithm for clustering (GA) [24]. The Gen-SA and DE
algorithms are available as packages in R. The GA algorithm
has been implemented in R according to its description [24].
The Gen-SA and DE algorithms have been executed with
standard parameter values. The GA algorithm has been
executed with the same parameter values as used by its
authors [24], i.e., mutation probability= 0.001, cross-over
probability= 0.80, and population-size= 100.

The non-deterministic nature of the algorithms has been
considered by conducting up-to 50 trials on each problem.
The termination condition of the Gen-SA, DE andGAwas set
as equal to twice of the maximum number of evaluations of
the proposed heuristic in any trial to solve the same problem.
For example, if the maximum number of evaluations of the
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TABLE 2. Solution quality results when objective function is to maximize CHI [8].

TABLE 3. Number of evaluations when objective function is to maximize CHI [8].

proposed heuristic in the fifty trials of ‘iris’ is 100, then the
other algorithms have been executed for up-to 200 number
of evaluations on the ‘iris’ problem. The results of different
algorithms are compared using the average value of their
trials and with the help of t-tests [29]. T-tests are commonly
used to compare two or more EAs [28], [30].

A. WHEN THE OBJECTIVE FUNCTION IS TO MAXIMIZE CHI
Table 2 shows the CHI values of the proposed and other
algorithms. The results of each algorithm are presented under
its label and consists of two columns. The first column
(‘Mean’) contains the mean value of the fifty trials and the
second column (‘SD’) contains the standard deviation of the
fifty trials. The results indicate that the mean CHI values of
the proposed heuristic is better than the other algorithms in
most of the problems. Table 3 shows the number of eval-
uations consumed by the algorithms in obtaining their best
results. The results of each algorithm consists of two columns.
The first column contains the mean and the second column
contains the standard deviation. The results show that the

proposed heuristic requires very small number of evaluations
to reach its best results as compared to the other algorithms.

Tables 4 and 5 show the results of the two-sided t-tests [29]
to determine if the solution quality (CHI) and number of
evaluations of the proposed heuristic are better than the other
algorithms. The t-tests have been performedwith significance
level equal to 0.05. A t-test compares results of two algo-
rithms at a time and returns a p-value. When the p-value is
equal to or greater than the significance level (0.05) then the
results of both algorithms are considered equal to each other.
However, when the p-value is smaller than the significance
level then the results of the two algorithms are not equal
and the algorithm that has a better mean is considered better.
Tables 4 and 5 also contains a column ‘remarks’, that indi-
cates if the result of the proposed heuristic is equal, better or
worse than the other algorithm.

A comparison of the proposed heuristic with Gen-SA using
the results in Table 4 suggests the following: (i) the proposed
heuristic produced better results in five problems; (ii) the
results are equal in eight problems; and (iii) the results of
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TABLE 4. Comparison the CHI [8] results of the proposed heuristic with others using t-tests.

TABLE 5. Comparison of the number of evaluations of the proposed heuristic with others using t-tests when objective function is CHI [8].

Gen-SA are better than that of the proposed heuristic in two
problems. Table 4 also shows that the results of the proposed
heuristic are better than that of DE in thirteen problems
and equal to DE in two problems. The last two columns in
Table 4 show that the results of the proposed heuristic are
better than that of GA in thirteen problems, equal to GA
in one problem and worse then GA in only one problem.
Table 4 does not include the problem ‘iris’ because the results
of iris are same in all trials (standard deviation is equal to
zero for three algorithms) as shown in Table 2 and does not
require further evaluation using t-tests. In ‘iris’ problem, all
algorithms returned same results.

Table 5 shows the results of the t-tests that compare of the
number of evaluations of the algorithms. The results convey
the following information: (i) The number of evaluations of
the proposed heuristic is better than that of Gen-SA and DE
in all problems and better than that of GA in eleven problems.

Table 6 shows a summary of the results of t-tests to com-
pare both solution quality (CHI) and number of evaluations

(Eval. count). The results are expressed in terms of three
symbols ‘+,=,−’, which indicate that the proposed heuristic
is better (+), equal (=) or worse (−) than the other algorithm.
The results indicate that none of the other algorithms is better
than the proposed heuristic in both solution quality and num-
ber of evaluations. When compared to Gen-SA, the proposed
heuristic has same quality but better number of evaluations
in majority of the problems. When compared to DE and GA,
the proposed heuristic has better quality as well as number of
evaluations in most of the problems.

B. WHEN THE OBJECTIVE FUNCTION IS TO MAXIMIZE DI
In the second part of experiments, the objective function is
set to maximize cluster validity index DI. The results are pre-
sented in the same format as presented for CHI. Tables 7 and 8
present the solution quality (DI) and number of evaluations of
the proposed and other algorithms. Tables 9 and 10 show the
results of analysis using t-tests. The results in Table 9 convey
the following information about the solution quality of the
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TABLE 6. Summary of the comparisons using t-tests when objective function is CHI [8].

TABLE 7. Solution quality results when objective function is to maximize DI [10].

TABLE 8. Number of evaluations when objective function is to maximize DI [10].

proposed heuristic: (i) It has better solution quality (DI) than
Gen-SA in seven problems; (ii) It has a solution quality (DI)
equal to Gen-SA in four problems; (iii) It is better than DE in

solution quality (DI) in ten problems; (iv) It is equal to DE in
three problems; (v) It is better than GA in ten problems; and
(vi) It is equal to GA in two problems.
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TABLE 9. Comparison the DI [10] results of the proposed heuristic with others using t-tests.

TABLE 10. Comparison the number of evaluations of the proposed heuristic with others using t-tests when objective function is DI [10].

TABLE 11. Summary of the comparisons using t-tests when objective function is DI [8].

The results in Table 10 suggests that the number of eval-
uations of the proposed heuristic are better or equal to that
of the other algorithms (Gen-SA, DE and GA) in most of the
problems.

Table 11 shows a summary of the comparisons using
t-tests. The summary reveal the following information about
the comparison of the proposed heuristic with Gen-SA:
(i) In five problems, the proposed heuristic is better in terms

6810 VOLUME 5, 2017



U. F. Siddiqi, S. M. Sait: New Heuristic for the Data Clustering Problem

FIGURE 4. Optimization curve of the heuristic of the second part.

of solution quality (DI) and has number of evaluations equal
or smaller than that of Gen-SA; (ii) In four problems, the
proposed heuristic is equal to Gen-SA in solution quality (DI)
but has better evaluation count; (iii) In two problems, the pro-
posed heuristic has better solution quality but more number of
evaluations; and (iii) In two problems, the Gen-SA has better
solution quality and equal or smaller number of evaluations;
and (iii) in three problems, the Gen-SA has better solution
quality (DI) but has worser number of evaluations (since Gen-
SA was allowed to execute for two-times more number of
evaluations than the proposed heuristic). Table 11 also shows
that the proposed heuristic is better than DE and GA in terms
of both solution quality (DI) and number of evaluations in
most of the problems.

Fig. 4 shows the objective function (CHI) versus iterations
curve of the proposed optimization heuristic on the prob-
lem ‘Landsat satellite’. The graph shows improvement in
objective function value with iterations. The bad moves are
also accepted in-order to increase diversity in the searching
process and skip trapping in locally optimal values.

VI. CONCLUSION AND FUTURE WORK
This paper presented a heuristic for the clustering problem
that can find centroids of clusters and uses fixed number of
clusters. The proposed heuristic optimizes the compactness of
clusters and separation between clusters. Two cluster validity
indices CHI and DI have been used as objective functions
in the proposed heuristic. The proposed heuristic consists of
two parts. The first part is a greedy algorithm whose purpose
is to find the data-points that can be used as centroids of
clusters and maximize the separation between clusters. The
second part is a heuristic that optimizes both compactness
and separation. The heuristic comprises of some features
of GA and SimE algorithms. In the proposed heuristic an
attribute of a centroid is considered as a gene. The opti-
mization heuristic determines values of the genes that yield

clustering which is optimal w.r.t. a cluster validity index
(CHI or DI). The proposed heuristic consists of five steps.
First step is the initialization of the solution. Second step is
the computation of fitness values of genes. Third step is the
selection of a subset of genes that have low fitness values.
Fourth step is the application of mutation operation on the
selected genes. Fifth step is the acceptance or rejection of
mutants based on the gain or loss in the value of the objective
function. The performance of the proposed heuristic was
evaluated on some real-life data-sets from the UCI repository
and comparisons are performed with three other heuristics:
Gen-SA, DE and GA. The Gen-SA and DE are standard
Simulated Annealing and Differential Evolution algorithm
and GA is a genetic algorithm proposed for the clustering
problem. The experiments have two parts. The first part uses
cluster validity index CHI as the objective function and the
second part uses cluster validity index DI as the objective
function. The experimental results show that the proposed
heuristic can do efficient clustering w.r.t. a cluster validity
index (CHI or DI) and requires fewer number of evaluations
than the other heuristics.
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