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Abstract—Over the last decades, graphics processing units
have developed from special-purpose graphics accelerators to
general-purpose massively parallel co-processors. In recent years
they gained increased traction in high performance computing,
as they provide superior computational performance in terms of
runtime and energy consumption for a wide range of problems. In
this survey, we review their employment in distributed computing
for a broad range of application scenarios. Common charac-
teristics and a classification of the most relevant use cases are
described. Furthermore, we discuss possible future developments
of the use of general purpose graphics processing units in the
area of service-oriented architecture. The aim of this work is to
inspire future research in this field and to give guidelines on when
and how to incorporate this new hardware technology.

I. INTRODUCTION

As a model for enterprise IT architecture, service-oriented
architectures (SOAs) stayed relevant by adapting to several
technological advances over the last years. Currently, Web 2.0
and cloud computing are the dominating trends that impact
its future development [1]. This poses new parallelization
challenges on unprecedented scales. An ever growing amount
of users has to be served by increasingly parallel hardware
architectures that have to cope with huge amounts of data [2].

On the hardware level, the performance growth of single-
core microprocessors has become limited by both semiconduc-
tor scaling limits and the difficulty of increasing instruction-
level parallelism even further. Thus, microprocessor manufac-
turers turn to multicore chip architectures to provide continued
performance increases, even though software has to be explic-
itly designed to exploit these parallel computing capabilities.

Graphics processing units (GPUs) nicely fit this trend of
increased parallelism, as they provide hundreds of processing
elements together with high memory bandwidth. In the last
two decades, they developed from single-purpose accelerators
of 3D computer graphics to allow general-purpose computing
on this hardware, which is generally referred to as GPGPU [3],
[4]. For a wide range of application scenarios, they provide
superior performance in terms of computational efficiency,
runtime and power consumption (see Figure 1) and gain in-
creasing traction in diverse computation scenarios such as high
performance computing or mobile device architectures. The
back-end empowerment provided by GPGPU is the driving
force behind its application to service-oriented architectures.
Optimized for throughput-computing of large data- or task
parallel input, GPUs are well suited to accelerate business
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Fig. 1. Hardware performance growth. The rapid increase of computational
performance of GPUs ( ) has created a large gap in comparison to
CPUs ( ). The theoretical peak throughput in terms of single precision
floating point computations per second (FLOPS) is given according to the
logarithmic scale on the left. In this figure, we provide the performance values
for NVIDIA graphics cards and Intel processors of the last decade. Looking
at the latest hardware generation, the gap stands at a factor of ∼20 as a 780
GTX GPU provides nearly 4TFLOPS peak compute performance. A similar
picture arises from the memory bandwidth values of the same GPU ( )
and CPU ( ) models. The theoretical peak memory bandwidth of either
global device memory or system memory is given by the logarithmic scale
on the right in terms of GB per second. Both performance indicators show
the excellent suitability of graphics hardware for data intensive parallel
computations that become increasingly important in a wide range of business
applications.

informatics applications such as batch processing or data
mining, among many others.

In this survey we give an overview of this new exciting
field by relating current research and use cases of GPGPU to
SOA and by outlining future trends. Our aim is not only to
give a comprehensive introduction to GPUs but to stimulate
further research on the influences and possible applications of
massively parallel hardware in SOA.

The paper is structured as follows: As we do not assume
prior knowledge about GPUs, we give an introduction to
both their hardware and software aspects in the forthcoming
Section II. Related work is presented in Section III. After
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Fig. 2. Hardware architecture of a GPU (cf. Section II-B). The program instructions (left) are executed in parallel by the SIMD units of the device. The
threads are furthermore assembled into programmer-specified thread groups which are assigned part of the fast on-chip memory of each multiprocessor. This
allows efficient local data sharing between the SIMD units. Each multiprocessor provides an L1 cache and interfaces with the global device memory via an L2
cache. The specifications of each memory type for current GPU models are given as (size | latency | bandwidth). Note that this figure provides a high-level
overview and does not cover all details of the hardware architecture.

summarizing current research and use cases in Section IV,
Section V outlines future trends of GPUs in conjunction with
SOA. We give a set of guidelines on GPU utilization and the
conclusion in Section VI.

II. GENERAL-PURPOSE GRAPHICS PROCESSING UNITS

A. Overview

One of the characteristic hardware requirements for com-
puter assisted image generation is the ability to quickly execute
numerical operations on a large amount of independent picture
elements (pixels). Already in the 1980s the first graphics co-
processors entered the market and quickly became commodity
hardware that can be found in nearly all personal computers.
In the 1990s the increasing popularity of real-time 3D graphics
created a market for dedicated hardware accelerators and saw
the founding of todays major graphics card manufacturers,
NVIDIA and ATI Technologies (later acquired by Advanced
Micro Devices). Starting as fixed-function devices, 3D graph-
ics cards were soon augmented with programmable stages
and in 1999 the term graphics processing unit (GPU) was
popularized for the first graphics cards that supported all stages
of the 3D graphics pipeline, such as polygon transformations,
rasterization and surface shading. Graphics APIs, such as
OpenGL and DirectX, appeared during the same time frame
and provided the necessary tools to develop software for these
new hardware capabilities.

Due to the high memory bandwidth to the internal image-
array buffers, and due to a massively parallel hardware ar-
chitecture, these devices were orders of magnitude faster for
graphics operations than conventional CPUs. The trend to more
flexible hardware continued and culminated in 2006 with the
advent of fully programmable GPUs. While the first general-
purpose computations on GPUs were mapped to the specific
design of the graphics pipeline [5], [6], [7], this new capability
brought the convenience of software development close to the
levels found with CPUs.

Nowadays, two languages are used for the vast majority
of GPGPU programming: the Open Computing Language

(OpenCL) [8], [9] and the Compute Unified Device Ar-
chitecture (CUDA) [10], [11]. Both are extensions to the
programming language C bundled together with an API to
interact with the hardware driver to issue program executions
or memory transfers. OpenCL is designed as a cross-platform
framework to support heterogeneous (or hybrid) computing on
a wide range of CPUs and GPUs, and is managed by the
Khronos Group consortium. CUDA is a proprietary language
of NVIDIA tailored to their product range of GPUs.

Most graphics hardware can be found in one of three forms:
Dedicated GPUs (1) with their own global memory typically
interface with the CPU and system memory by means of
expansions slots such as PCI Express. This type makes up
the majority of the high-performance graphics card market
on both personal and portable computers. Integrated graphics
solutions (2) utilize system memory for their operation and
are usually employed for either low-performance graphics or
mobile devices. Motivated by the rise of GPGPU, a recent
third form (3) has entered the market, which offers the com-
putational power of graphics hardware with additional features,
such as error-correcting memory, but without graphics related
functions such as display outputs. This general-purpose GPU
variant is commonly used in high performance computing and
is the most relevant hardware for most of the applications that
we describe in this paper.

B. Hardware Architecture

GPUs can be classified as Single Program, Multiple Data
(SPMD) architectures according to an extended version of
Flynn’s taxonomy [12], [13] (see Figure 2). Each processing
element (PE) executes the same program but has its own
data and position in the instruction stream. Current models
have several hundreds PEs that can be active at the same
time. In each cycle, several schedulers issue instructions to
a small subset of these. This allows a high utilization of the
available computation units, since PEs, which execute high-
latency memory accesses, can idle until these operations are
completed. In the meantime, PEs, which are ready to perform
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actual computations, take their place in a process that is
commonly called latency hiding.

To maximize the number of PEs on a given GPU die area,
computations are executed in a Single Instruction, Multiple
Data (SIMD) fashion. Each SIMD unit consists of a fixed
number of threads that have their own data but operate in
lockstep. This means that all threads of a SIMD unit execute
the same instruction unless a number of threads stays idle.
This is the case if threads of the same SIMD unit follow
different code paths, which could lead to significant perfor-
mance penalties. However, the programmer does not need to
be aware of this SIMD architecture to write a correct program.
All threads of the GPU can be seen as independent entities that
execute in non-specified order but can be orchestrated with
synchronization operations.

A further architectural highlight of GPUs is their high
memory bandwidth to global device memory. Being an order of
magnitude larger as CPU memory bandwidth, it underlines the
throughput-orientated design of graphics hardware. To further
accelerate memory access operations, all processors of a GPU
interface with the global memory via a common L2 cache and
individual on-chip L1 caches. Furthermore, the threads (resp.
SIMD units) of a device are divided into equally sized groups
that reside on a single processor and share part of on-chip
memory for fast data exchange and storage. In contrast to the
large CPU caches, their GPU equivalents are not designed for
temporal data reuse but mainly for an efficient distribution of
the accessed cache lines to the threads of a given SIMD unit.

C. Software Architecture

Both current GPGPU programming frameworks – CUDA
and OpenCL – are extensions to the programming language C
and contain a compiler framework as well as APIs to interact
with the graphics hardware. In comparison to traditional CPU
programming, the hardware parallelism is directly exposed by
additional keywords which provide access to thread and thread
group indices. This allows the programmer to write a scalar
program, called kernel, that is executed by the device threads
in parallel. Both memory transfer to and from the GPU as well
as kernel launches are generally issued by the CPU; very recent
developments also enable this functionality for kernels. So far,
no general translation method between CPU and GPU code
exists and efficient programs have to be written specifically
for the GPGPU architecture.

D. Comparison with CPUs

In this section we outline the main differences between
CPUs and GPUs and their consequences. CPUs are designed
to provide a fast response time to a single task and employ
complex techniques such as branch prediction, out-of-order
execution or super-scalar computation. Coupled with large on-
die caches, these leave only space for a low amount of actual
processing cores. GPUs trade single-thread performance for
increased parallel processing using a hardware architecture as
described in Section II-B.

Thus, a computational problem has to exhibit a high degree
of data- or task parallelism to efficiently run on GPUs. Such
applications, also referred to as throughput computing, are be-
coming increasingly relevant as many application domains are

confronted with ever-growing amounts of data. A large body
of scientific literature as been generated on the comparison of
performance data from both CPUs and GPUs. Depending on
the employed metric, large discrepancies can be observed.

Comparisons done by experts, who can ensure highly
optimized code for both platforms, report a 2-10 times per-
formance increase by employing GPUs for fundamental tasks
such as dense and sparse linear algebra, fast Fourier transform,
back propagation, k-means, etc. [14], [15], [16]. Programmers
of real world applications report much larger performance
increases by switching to GPUs [17], [18]. This can be
explained by a comparison with not fully optimized CPU code,
as such optimal programs can be considerably harder to obtain
on the CPU than on the GPU [19]. For dedicated GPUs, the
memory transfer time to and from the main system memory
can be substantial [20] but will become less problematic as the
last line of graphics hardware allows more autonomous GPU
computing by launching kernels through kernel code.

In terms of energy efficiency, the most recent publication,
which uses current hardware, reports GPUs as being ∼2-
20 times more efficient than CPUs on characteristic work-
loads [21] or by grouping many small non-optimal work-
loads [22]. As a next step, current research explores optimal
workload distribution on heterogeneous systems, which yields
additional power savings in the 10-30% range [23], [24].

Both runtime and energy efficiency data show the superior
performance of GPGPU for many data-intensive computing
problems. We move away from the actual algorithms and in
Section IV we show a wide variety of real-world applications
where GPU computing is already used to great effect

III. RELATED WORK

With the growing popularity of GPGPU, many are the
scientific papers that explain the general operating mechanisms
of graphics hardware for cloud and high performance comput-
ing [25], [26]. Others, instead, illustrate their utilization in a
very specific context, such as pricing of securities estimation
in financial analysis [27]. Such works generally show large
performance benefits but tend to have either a very low level of
abstraction focused on technical implementation details or are
designed for a very specific application. Literature discussing
the general application of GPGPUs to services is very scarce.
An exception to this is the very recent work of Hu et al. [28],
who presented a general scheme of a GPU-assisted cloud
system comprised of three layers (cloud, server and GPUs)
that maps tasks to hardware components.

With this paper we aim to fill the existing gap in the
literature using the broader perspective of SOA. We do not
restrict ourself to specific problems but give an overview of the
multitude of existing application examples and the promising
future employment of graphics hardware in SOAs. By classi-
fying the use cases into the layer of reference architecture, we
show which specific advantage of GPUs is most beneficial at
each layer.

IV. USE CASES IN DISTRIBUTED COMPUTING

In this section an overview of successful employments
of GPUs in different application domains is given. Since a
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TABLE I. CLASSIFICATION OF CURRENT GPGPU ACCORDING TO A SOA REFERENCE ARCHITECTURE [29].

Layer Advantages Techniques Application Examples

Presentation Advanced graphics 3D rendering
Local and remote

rendering, 3D video

Service
Increased computational performance

(partially virtualized) IaaS
Amazon Elastic Compute Cloud,

and/or power efficiency SoftLayer HPC servers

Service components Efficient hardware utilization Workload consolidation
Numerous small-scale simulations,

file and networking systems, encryption

Operational systems
Increased computational performance GPGPU programming or Simulation in sciences and

and/or power efficiency use of GPGPU libraries finance, data mining

complete listing of all GPU use cases exceeds the scope of
this survey, we distill the most relevant examples into a SOA
related classification. The organization is based on the layers
of a reference architecture for SOA [29] and given in Table I.
Our aim with this classification is to enable an overview of
the interrelation of heterogeneous hardware and SOA and to
efficiently communicate the potential benefits of using GPGPU
in related fields.

We cover example applications for four layers, which are
described in the following subsections. As the use of GPGPU
pioneered in the field of high performance computing, most
current examples can be found for the operational systems
layers. As the professional use of general-purpose graphics
hardware matures, we already see examples in the service and
service components layer, while the presentation layer is still
mainly influenced by graphics related processing.

A. Operational Systems Layer

The parallel nature and the large scale of many scientific
computational problems have lead to an early adoption of
graphics hardware. One of the earliest heavily publicized
applications was the massively distributed biophysics simu-
lation Folding@Home [30]. Processing during the idle time of
personal computers of voluntary participants, the whole system
reached a sustained performance level of five petaFLOPS
already in 2008. The first GPU-enabled client software was
released in 2006 and saw a 20-30 fold performance in-
crease compared to the CPU version. Nowadays, GPUs are
responsible for nearly 90% of the processed workload of
Folding@Home while constituting ∼10% of the processors.

Computational simulation and analysis in the natural
sciences was always at the forefront of high performance
computing. Traditional supercomputers still play a major role,
and the newest models, such as Oak Ridge’s Titan or NCSA’s
Blue Waters, extensively use GPGPU hardware. Additionally,
new trends such as grid or cloud computing emerged in the
last decade. The Worldwide LHC Compting Grid [31], for
example, comprises 170 computing facilities to process the
approximately 25 PB of measurement data per year that are
generated by the LHC particle collider of CERN.

Regarding the actual use cases, academic works and real-
world applications on this topic exist for all major scientific
fields. In biology, genomics research generates huge amounts
of microarray data and SOA has been used to facilitate data
access [32], to provide analysis platforms [33], and to automate

analysis method choice [34]. Many core subtasks achieved
major performance gains when being ported to the GPU, such
as protein database search [35] or short read alignment [36].
In the vast field of physics, particle physics, for example,
employs GPUs for supercomputing simulations [37] or real-
time filtering of experimental data [38]. Further use cases can
be found in astronomy [39], computational chemistry [40] or a
SOA-based tsunami mechanics tool [41] in geophysics. GPU
utilization in engineering is also widespread, e.g., for fluid [42]
or electromagnetical and thermal simulation [43].

Capital markets are facing increasingly complex and global
structured products. They require, among others, greater finan-
cial regulation as well as reliable internal risk management.
The former empowers organizations to monitor activities and
enforce actions (e.g., supervision of stock exchanges, listed
companies, investment management, etc.). While the later in-
volves operational and system contingency planning to respond
to and mitigate damaging events. The abundance of market-
data messages requires high performance financial computing
to deliver real-time results, which is a major concern of the
industry. Some of the most important computational tasks
(i) are hedging strategies, which require high-frequency algo-
rithmic trading to make gain opportunities; (ii) value at risk
calculation, which copes with a large number of sophisticated
assets to measure the risk of severe losses due to market events;
(iii) and high dimensional option pricing.

To meet the demand of high volume data loads and/or
real-time performance of the associated systems, GPGPU
is employed. Example applications are option pricing [44],
or value-at-risk estimations [45]. Industrial usage of GPUs
can be found in software for trade management by Murex
(www.murex.com) or for catastrophic risk evaluation by RMS
(www.rms.com).

Typical data mining applications are confronted with a
huge amount of information to process. The use of distributed
computing is the dominating approach to enable the handling
of the required compute and memory resources. Furthermore,
most of the existing distributed data mining projects solve
problems by composing a team of distributed specialized sys-
tems, each associated with a specific task (e.g., data cleansing,
data pre-processing, data mining, etc.). SOA is therefore a
logical fit for the overall system architecture [46].

Many of the subsystems exhibit a high degree of task-
or data parallelism and the efficient mapping to parallel
hardware architectures is an active field of research [47],
[48]. Naturally, GPUs are well suited for these tasks and
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their usefulness for clustering [49], graph traversals [50] and
database query processing [51] is already established. Typical
task sizes are usually orders of magnitude larger than the global
memory of common graphics hardware, and an efficient or-
chestration of memory transfers between the different systems
components is necessary for satisfactory overall performance.
GPUMiner [52], for example, provides this functionality as I/O
between storage, CPU and GPU is managed, as is CPU-GPU
co-processing.

B. Service Components Layer

In the previous section, we provided examples for the use
of GPGPU for a wide range of applications. Their realization
was achieved by replacing a CPU-based program with either
GPU or combined CPU-GPU computations. The achievable
speed-up due to increased computational performance or mem-
ory bandwidth of the graphics hardware, depends strongly on
the application at hand. In this section, we present examples of
GPU utilization that achieve performance gains by combining
a large amount of originally unsuited tasks. Small or sequential
workloads do not fit the computation model of GPUs and
cannot be accelerated by a change of the underlying hardware.
Thus, a change in the operational systems layer will not
provide speedups. In high-throughput computation, however,
it is possible that many of these tasks can be combined
into larger workloads and efficiently processed on the GPU.
This approach is commonly called workload consolidation and
constitutes the main topic of this section.

In different simulation scenarios, not one huge problem
has to be solved but a multitude of small tasks. Examples
of efficient parallel computations of such tasks on GPUs
were given for quantum molecular dynamics simulations [53],
where many small FFTs have to be solved, or for cellular
automata [54], where many small graph problems arise.

The main body of this recent research field, can be found in
the domain of data and network transfer. The parallel execution
of a large number of parity checks in software RAIDs [55]
is one example. The acceleration of encryption schemes such
as SSL [56], [57] or AES [58] are results of recent efforts
which triggered investigations into the security of GPUs. First
vulnaribilites were already identified [59] and will influence
future hardware designs.

C. Service Layer

The growing popularity of GPGPU made it commercially
viable to provide on-demand access to graphics hardware in
a cloud computing context (e.g., Amazon Elastic Compute
Cloud, SoftLayer HPC servers). Following the infrastructure
as a service model, these first generation services offer direct
access to the hardware. Currently, no solution offers effective
virtualization of GPU devices as they are transparently acces-
sible per node.

D. Presentation Layer

In this layer, GPUs are mainly used for image generation
and one exemplary architecture is remote rendering. The use
of graphics hardware on the server side enables it to efficiently
perform computations that are too demanding for the client.
The limits on power consumption of mobile devices and

their generally low computational performance make such an
approach especially attractive for mobile 3D graphics [60],
[61]. The output of server-side rendering is encoded and
transmitted to the mobile device in the form of a video stream.
However, constrained bandwidth and increased latency are a
problem for interactive application that use this technology.

The increased computational performance of today’s mo-
bile devices, however, allows local small-scale 3D rendering
which is the largest application of computer graphics when
ranked by user count. Current research tries to extend these ca-
pabilities by performing energy-aware runtime decisions [62]
or remote assistance by the architecture mentioned above [63].

V. FUTURE DEVELOPMENTS

After providing an overview of the current state-of-the-
art in GPGPU in conjunction with SOA, we outline our
predictions for future developments in this field. In this section,
we again use the layering of a SOA reference architecture in
Table II to provide a classification of the prospective influences
of graphics hardware in the next years.

A. Operational Layer

The trend in parallel architectures to move away from sym-
metric multiprocessors and to employ heterogeneous system
with different processors and memories will continue in the
next years. This is a direct consequence of the lasting efforts
to increase both computational power and energy efficiency
while reaching the semiconductor limits of single thread
performance. The efficient orchestration of diverse resources
will be subject to intensive research in the coming years.
For heterogeneous architectures, this is still mainly a manual
task done by software engineers and usually tailored to a
narrow range of hardware configurations. An automation of
this process is highly desired and the first research efforts
have already materialized. Learning the performance of cer-
tain tasks on different processors and memories enables the
most efficient mapping of programs to free system resources
at runtime [64]. Automated management of CPU-GPU data
transfers for regular data layouts [65] and recursive pointer-
based data structures [66] minimize waiting time for memory
transactions. To avoid underutilization of hardware due to sub-
optimal scheduling, automated workload balancing methods
allow efficient job distribution on heterogeneous systems [67].
In the end, this will enable convenient application development
by hiding the underlying complexities of the hardware while
still guaranteeing adequate resource utilization. Note that the
same holds for all future massively parallel devices, such as
the Intel Many Integrated Core Architecture (MIC), which
combines several dozens of CPUs into one multiprocessor.

B. Service Components Layer

We also expect an increased effort to enable workload
consolidation on parallel hardware in the coming years. Many
problems of throughput computing exhibit a large amount of
small tasks that are processed similarly. While many areas
of application can be identified (e.g., file systems, network
transfers, database designs) and researched, an advanced topic
is the optimal linkage of different components. Depending
on the input data volume and the available system resources,
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TABLE II. CLASSIFICATION OF FUTURE GPGPU ACCORDING TO A SOA REFERENCE ARCHITECTURE [29].

Layer Advantages Techniques Application Examples

Presentation Advanced graphics
3D rendering, PCaaS, cloud gaming,

computer vision augmented reality

Service
Increased computational performance

(fully virtualized) IaaS NVIDIA GRID
and/or power efficiency

Service components Efficient hardware utilization
Workload consolidation, File systems, network transfers,

kernel linking databases, fully homomorphic encryption

Operational systems
Increased computational performance Automated code generation General-purpose

and/or power efficiency on heterogeneous hardware throughput computing

the optimal component configuration might be different. First
research efforts investigated the efficiencies of different GPU
kernel fusions in respect to runtime performance [68] and
energy efficiency [69], as well as the fair sharing of GPU
resources among multiple tenant applications on the same
system [70].

A further highlight will be the adoption of Fully Homomor-
phic Encryption (FHE) to remove one of the largest drawbacks
of cloud computing. Even when using encrypted data and
obfuscated programs for remote processing in the cloud, the
data has to be encrypted at one point, which raises significant
trust issues. FHE solves this issue by enabling encrypted
programs to operate on encrypted data without the requirement
of intermediate decryption [71]. Thus, even security sensitive
computations can be moved to the cloud. A drawback of this
method is its significant computational overhead due to the
large amount of big integer multiplications. First experiments
with GPU-aided acceleration methods [72] show promising
results and we expect this research path to be continued in
the next years.

C. Service Layer

We anticipate that the field of heterogeneous infrastructure
as a service will mature in the near future by overcoming one
of its main limitations [73]. Efficient sharing of underlying
graphics hardware is an essential element of this task and
will be enabled through full GPU virtualization. There are a
multitude of approaches to achieve this, such as rCUDA [74],
vCUDA [75] or gVirtus [76], among others. They all enable
full access of the GPU from applications executed on top of
the virtual machine but only gVirtus has so far succeeded in
enabling efficient GPU sharing [77]. The first fully virtualized
commercial product, the NVIDIA GRID [78], was recently
presented but is restricted to the graphics capabilities of their
GPUs. We present more information on it in the following
section.

D. Presentation Layer

An example of new advances for this layer is the NVIDIA
GRID [78] technology which is designed to deliver graphics-
intensive processing to concurrent users for virtual desktops,
visual computing and cloud gaming. The first use case enables
a conceptual return to mainframe computing by removing
the graphics bottleneck and constitutes a major step towards
a personal computer as a service. Cloud gaming claims to
revolutionize the multi-billion computer game industry by

providing remote gaming to arbitrary devices [79]. However,
it is heavily dependent on network performance and its actual
potential is not fully explored yet.

Another major trend in this area is augmented reality
where the a real-world camera stream is enhanced with virtual
computer graphics. GPGPU is highly relevant in this area,
as the processing not only includes graphics generation but
additional massively parallel tasks such as geo-locating, mul-
timedia retrieval and alignment with the camera stream has to
be performed.

VI. CONCLUSION

In this survey, we presented a comprehensive introduction
to the use of general-purpose graphics hardware in the field
of SOA. After an description of the hardware and software
architecture, we gave an outline of current use cases where
the parallel processing capabilities of this new hardware ar-
chitecture brought significant performance increase in terms of
runtime and/or energy efficiency. We employed a classification
along the layers of a SOA reference architecture to clearly
present the benefits of GPUs at different system levels. The
same was done for a selection of future developments which
we expect to have major impact on the use of SOA.

As GPGPU is becoming a major technology, development
for this hardware platform becomes increasingly convenient.
However, we advise the use of GPU-assisted libraries for
research in the near future or the cooperation with domain
experts. Especially for improvements in the field of workload
consolidation, a good knowledge of the underlying hardware
is required to design well-performing algorithms.

With the future proliferation of massively parallel hardware
we also expect a further increase of the relevance of SOA. As
low-level software design, development and optimization have
to respect vastly different processor architectures, an efficient
decoupling is necessary to hide the associated complexities
from high-level application developers. GPGPU can be seen
as the forerunner of service-oriented general-purpose hetero-
geneous computing.
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