
IMMIGRATION-BRANCHING DIFFUSIONS

AND THEIR EXTINCTION

I. RAHIMOV

KFUPM, Box 1339, Dhahran, 31261, Saudi Arabia ,
and Institute of Mathematics, Hodjaev St., 29, 700143,

Tashkent, Uzbekistan.
E-mail rahimov@kfupm.edu.sa

ABSTRACT

The Markov branching diffusion in which offspring move at random in a bounded
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such processes. In the paper, using a combination of analitic methods and direct prob-
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1 INTRODUCTION

We consider a population evolving as a branching process where the offspring move

at random on a bounded space X. Typical models that have been studied by many

authors are branching random walks and branching diffusions. In branching random

walks the offspring jump when they are born, and retain their position until they die

or reproduce. In branching diffusions, which we are going to deal with, the offspring

move throughout their lives according to diffusions, independently of each other and

of the family tree, each offspring starting from the location of its birth. Each particle

at the end of its life independently of others generates a population whose members

may be located at any point of X. The lifetime of a particle is defined as the hitting

time of either of two barriers ∂ and ∆. If the particle hits ∂, it is instantaneously

replaced by the empty population, that is disappers. If the particle hits ∆, then it is
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replaced by a population of new particles distributed in X according to a probability

law.

In addition a random number of new particles produced by an external source may

immigrate into the population and initial positions of these new particles may also be

arbitrary points of X. The state of the process at any given time is characterized by

the total number n of particles at present and their positions x1, x2, ..., xn ∈ X. The

development of the process in the state space X̂ of all finite populations of particles

located in X is Markovian. In other words, the motion of a particle up to the time

of reproduction is a Markov process on X.

In the literature many papers have been published on branching or immigration

branching diffusions. Mathematical foundations of a general theory of stochastic

population processes were given by Moyal (1962). Existence and probabilistic con-

structions of branching diffusions are due to Ikeda, Nagasawa and Watanabe (1965,

1966) (see also Conner(1961, 1967), Savits (1969), Hering(1973, 1978), Asmussen and

Hering(1977), Kageyama and Ogura (1980)). Convergence problems for systems of

critical branching Markov chains are considered by Cox (1994). It should be noted the

book by Asmussen and Hering(1983) as a convenient source on branching diffusions.

In that book using analitic methods limit theorems for the continuous and discrete

time immigration-branching diffusions with non-stationary immigration were proved

(see [2], p.231-239). However the limit distributions obtained there have no explicit

form. In this paper we demonstrate that, if we use a technique developed to study

Galton-Watson processes with decreasing immigration (Rahimov (1995), Ch III), it

is possible to obtain explicit limit distributions for such processes when the first mo-

ment functional of the immigration decreases. The method based on a combination of

analitic and probabilistic arguments. Namely the proofs of the limit theorems will be

carried out in the following scheme. First using analitic methods we prove limit theo-

rems for some ”partial processes” counting only descendants of particles immigrated

in the beginning of the process or immigrated ”recently”. Then from these theorems

by direct probabilistic arguments obtain limit distributions for the basic process.

For simpilicity we consider here the case of immigration at discrete time points.

However it will be seen further that all statements of the paper can be obtained by

the same arguments in the case of Poisson immigration process as well.

Let (X, U) be a measurable space, X(n) be the symmetrization of the direct prod-

uct of n copies of X (see Moyal(1961)). We put X(0) = θ, where θ is some extra
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point,

X̂ =
∞⋃

n=0

X(n)

and denote Û the σ-algebra on X̂ induced by U . An element x ∈ X we understand as

position, energy or type of a particle diffusing in the bounded space. Then, it is clear

that X̂ is the space of all possible populations and θ denotes an empty population.

We denote β as the Banach algebra of all bounded, complex-valued U -measurable

functions ξ on X with supremum norm

‖ ξ ‖= sup
x∈X

| ξ(x) |

and put β+= {ξ ∈ β: ξ > 0}. Let ∇ be the open unit ball in β and ∇̄ its closure.

For x̂ ∈ X̂ and ξ ∈ ∇̄ we define

x̂[ξ] =

{
0 if x̂ = θ∑n

i=1 ξ(xi) if x̂ =< x1, ..., xn >
(1)

For example, if ξ(x) = 1A(x), A ⊂ X, then x̂t[1A] is the number of particles in A

at time t. Introduce the union operation for populations x̂, ŷ ∈ X̂ as following:

x̂ + ŷ =

{
θ if x̂ = ŷ = θ

< x1, ..., xn, y1, ..., yn > otherwise,
(2)

that is, if x̂ =< x1, ..., xn >, ŷ =< y1, ..., yn >. Then the Markov branching diffusion

{x̂t, P
x̂} is defined by the relation

x̂t+s =
x̂t[1]∑

i=1

x̂t,i
t+s, t, s > 0 (3)

with x̂t,i
t+s, i = 1, 2, ..., x̂t[1] are conditionally independent, given Ft := σ(x̂u, u ≤ t)

and

P x̂{x̂t,j
t+s ∈ Â|Ft} = P<xj>{x̂s ∈ Â}

a.s.P x̂, x̂t =< x1, ..., xx̂t[1] >. Here and later on P x̂ and Ex̂ denote the probability

and expectation when the initial population is x̂ and Ft is the σ-algebra generated

by the branching diffusion up to time t.

Let t ∈ N0 = {0, 1, ...} and ŷt =< yt1, ..., ytl > be the population of immigrating

at time t particles, where ytj ∈ X is the position (or energy) of j-th particle from ŷt.

If we denote x̂<yki>
t the branching diffusion initiated by particle yki, then the discrete

time immigration-branching diffusion can be given by the following relation:

Ẑt =
t∑

k=0

ŷk[1]∑

i=1

x̂<yki>
t−k . (4)
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The content of the paper is as following. In part 2 we state basic assumptions

and some known results which will be used further. Part 3 is devoted to study of

asymptotic behavior of the ”non-extinction” probability. Results obtained there will

well be used in part 5, but they are of independent interest as well. Asymptotic

behavior of the expected size of population is studied in part 4. In part 5 the class

of all possible explicit limit distributions is obtained.

2 BASIC ASSUMPTIONS

Let for x̂ ∈ X̂, Â ∈ Û , s, t ∈ N0

Pt(x̂, Â) = P{x̂t+s ∈ Â|x̂s = x̂}

be the branching transition function of x̂t. For η ∈ ∇̄ and x̂ ∈ X̂ we define

η̃(x̂) =

{
1, x̂ = θ∏n

i=1 η(xi), x̂ =< x1, ..., xn >
(5)

Then the generating functional

Ft(x̂, η) =
∫

X̂
η̃(ŷ)Pt(x̂, dŷ)

of Pt(x̂, .) is well-defined on ∇̄.

It is known (Asmussen, Hering(1983), p.139) that the mapping Ft : ∇̄ 7→ ∇̄
defined by Ft[η](x) := Ft(< x >, η), η ∈ ∇̄, x ∈ X satisfies the semigroup relation

Ft+s[η] = Fs[Ft[η]], t, s ≥ 0, η ∈ ∇̄ and it is called a generating semigroup.

Assume that there exist a linear-bounded functional of ξ on β defined by the

relation

Mt(x̂, ξ) =
∫

X̂
ŷ[ξ]Pt(x̂, dŷ).

It is also known, Asmussen, Hering (1983), that Mt+s = MtMs for any s, t ∈ N0, that

is {Mt} is a semigroup. It is called the moment semigroup of the process.

Now we introduce so called (M) and (R) assumptions which are important for

our further considerations.

Assumption (M). The moment semigroup {Mt} can be represented as

Mt = ρtP + ∆t, t ≥ 0, (6)
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where ρ ∈ (0,∞), P ξ = Φ?[ξ]ϕ, ξ ∈β, with Φ? :β 7→C is linear-bounded, non-negative

on β+, ϕ ∈β+; further ∆t :β 7→β such that for all t > 0

P∆tξ = ∆tPξ = 0, ξ ∈ β,

−γtPξ ≤ ∆tξ ≤ γtPξ, ξ ∈ β+

with γt : (0,∞) 7→R+ satisfying ρ−tγt ↓ 0, t ↑ ∞.

When X is a finite set and Mt is primitive, satisfaction of (M) follows from

the well-known Perron’s theorem (see for details Sevastyanov (1971), Ch IV). In the

general case it can also be satisfied by a wide class of branching diffusions. Examples

of such processes can be seen in Hering (1978).

Suppose {Mt} exists as a semigroup of bounded operators. Then

1− Ft[η] = Mt[1− η]−Rt(η)[1− η] (7)

where the mapping Rt(.)[η] : ∇̄⊗ β 7→β is non-increasing in the first variable and

linear-bounded in the second, such that

0 = Rt(1)ξ ≤ Rt(η)ξ ≤ Mtξ, (η, ξ) ∈ ∇̄+ ⊗ β.

Assumption (R). For every t > 0, there exist a mapping gt : ∇̄+ 7→ β such that

Rt(ξ)[1− ξ] = gt[ξ]ρ
tΦ?[1− ξ]ϕ, i ∈ ∇̄+,

lim
‖1−ξ‖→∞

‖ gt[ξ] ‖= 0.

Under the assumption (M) the (R) is automatically satisfied if X is finite. In the

general case it may follow from (M) under some restrictions on ϕ and Φ? . Some

sufficient conditions for fulfillment of (R) are given, for example, in the book by

Asmussen and Hering(1983, p.160).

We also assume that the second moment functional of x̂t

M
(2)
2 (< x >, ξ, η) = E<x>x̂

(2)
t [ξ, η]

is finite. Here

x̂(2)[ξ, η] =

{
0, x̂[1] ≤ 1,∑ ∑

i 6=j ξ(xi)η(xj), x̂ =< x1, ..., xn >, n ≥ 2.

We denote

µ =
1

2t
Φ?[M

(2)
t [ϕ]],M

(2)
t [ξ](x) = M

(2)
t (< x >, ξ, ξ)
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It is known that

q(x) = lim
t→∞Ft[0](x)

exists for any x ∈ X, and given (M) with ρ = 1 the quantity µ is constant as a

function of t.

3 APPROXIMATION OF NON-EXTINCTION

PROBABILITY

Now we proceed to consider the immigration-branching diffusion. Let F I
k be the

generating functional of P{ŷk ∈ Â}, Â ∈ Û . If F I
k has a bounded first moment

functional

M I
k [ξ] =

∫

X̂
ŷ[ξ]P{ŷk ∈ dŷ},

then it follows that (7) holds for F I
k . Assume that α(t) = M I

t [ϕ] is a regularly varying

function as t →∞ and

r(ε) = sup
s>0

RI
s((1− ε)1)[ϕ]

α(s)
→ 0, ε → 0. (8)

Condition (8) holds, for example, if the second factorial moment

M
I(2)
k [ξ, η] =

∫

X̂
ŷ(2)[ξ, η]P{ŷk ∈ dŷ}

of the immigration process is finite as a symmetric bilinear-bounded functional on

β(2) =β⊗ β and

sup
k

M
I(2)
k [1, 1]

M I
k [ϕ]

< ∞.

In the case of stationary immigration process, it is clear that, the state θ ∈ X̂

is a reflecting screen for the process. If the immigration process has an decreasing

intensity, then the state θ may reflect or may also absorb the process. Hence it is

important to know the behavior of P{Ẑt 6= θ} as t → ∞. The first result gives us

conditions under which the above probability tends to 1, to zero or to a positive limit

less than 1.
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Theorem 1 Let (M) , (R) and (8) be satisfied, ρ = 1, 0 < µ < ∞, q = 1, α(t) →
0, t →∞.

1o. If α(t) ln t → 0, then

lim
t→∞P{Ẑt 6= θ} = 0.

2o. If α(t) ln t → C ∈ (0,∞), then

lim
t→∞P{Ẑt 6= θ} = 1− exp{−C

µ
}.

3o. If α(t) ln t →∞, then

lim
t→∞P{Ẑt 6= θ} = 1.

Proof. First we prove part 2o. If we denote Ht[ξ] the generating functional of the

process Ẑt, then it follows from (4) that

Ht[ξ] =
t∏

k=0

F I
k [Ft−k[ξ]]. (9)

We consider the sum

A =
t∑

k=0

M I
k [1− Ft−k[0]] = A1 + A2 + A3, (10)

where Ai, i = 1, 2, 3, are sums with respect to 0 ≤ k < t/ ln t, t/ ln t ≤ k ≤ t− ln t and

t− ln t < k ≤ t.

Further we use the following results from Asmussen, Hering (1983,pp. 184, 202).

Lemma 1 If (M) and (R) are satisfied and q = 1, then for every t > 0 there exist a

mapping ht : ∇̄+ →β such that

1− Ft[ξ] = (1 + ht[ξ])Φ
?[1− Ft[ξ]]ϕ, ξ ∈ ∇̄+, (11)

where limt→∞ ‖ ht[ξ] ‖= 0 uniformly in ξ ∈ ∇̄+.

The next result is a generalization of so called basic lemma in the theory of Galton-

Watson processes (see Jagers(1983), p.25).

Lemma 2 If (M) and (R) are satisfied, 0 < µ < ∞, ρ = 1, q = 1 then for any δ > 0

lim
n→∞

1

nδ

{
Φ?[1− Fnδ[ξ]]

−1 − Φ?[1− ξ]−1
}

= µ (12)

uniformly in ξ ∈ ∇̄+
⋂{Φ?[1− ξ] > 0}.
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It follows from (11) and (12) that

(n + 1)(1− Fn[0]) = (1 + εn)
ϕ

µ
, (13)

where limn→∞ ‖ εn ‖= 0.

Since M I
t is a linear-bounded functional, using (13), we have

A1 =
∑

k∈E1

1

t− k + 1
M I

k [(1 + εt−k)
ϕ

µ
],

where E1 = {k : 0 ≤ k < t/ ln t}. Using here the simple estimates

1− ‖ ε ‖≤ 1 + ε ≤ 1+ ‖ ε ‖ (14)

we obtain that A1 is non-greater than

µ−1(1 + sup
k∈E1

‖ εt−k ‖)
∑

k∈E1

α(k)(t− k + 1)−1

which tends to zero as t →∞.

Now we considerA2. Again using (13) and (14), we obtain

A2 ≤ µ−1(1 + sup
k∈E2

‖ εt−k ‖)
∑

k∈E2

α(k)(t− k + 1)−1,

where E2 = {k : t/ ln t < k ≤ t− ln t}. Since under the our conditions

lim
t→∞

∑

k∈E2

α(k)(t− k + 1)−1 = C,

we have lim supt→∞ A2 ≤ C/µ. If we use the left side of (14), we obtain that lim inf A2

is non-less than C/µ. Thus A2 tends to C/µ as t →∞.

By similar arguments it can be verified that A3 → 0 as t →∞.

If we use (7) written for F I
t , we have that under the condition (8)

lim
t→∞

t∑

k=0

{1− F I
k [Ft−k[0]] = lim

t→∞A. (15)

Thus assertion of the part 2o follows from (15) and the simple relation

ln Ht[0] =
t∑

k=0

ln F I
k [Ft−k[0]].

Now we prove part 1o. For any ε > 0 and fixed µ we can find such a C > 0 that

1 − exp{−C/µ} < ε. Let Ẑ?
t be the immigration-branching diffusion with the same
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branching transition function and with immigration process such that α?(t) ln t → 0.

Then it is clear that for any ε > 0

lim sup
t→∞

P{Ẑ?
t 6= θ} ≤ lim

t→∞P{Ẑt 6= θ} ≤ ε.

From the last relation we have the assertion of the part 1o.

Part 3o can also be derived from part 2o. To do this one has to choose C > O

such that exp{−C/µ} < ε and have to compare the ”non-extinction” probability of

the process Ẑt and a new process whose immigration process satisfies conditions of

the part 3o. The theorem is proved.

We now consider the asymptotic behavior of the non-extinction probability in the

case 1o i.e. when α(t) ln t → 0, t →∞. Introduce the following notation:

α(t) = M I
t [ϕ] =

l(t)

tα + 1
, α ≥ 0, a(t) =

t∑

k=0

α(k)

β(t) = P<x>{x̂t 6= θ}, b(t) =
t∑

k=0

β(k).

Here l(t) is a slowly varying as t → ∞ function. It follows from (13) that under the

our assumptions

tµβ(t) ∼ ϕ, t →∞. (16)

Note that a(t), when α ≥ 1, and b(t) are slowly varying functions. Therefore, it follows

from the Karamata representation of slowly varying functions that there exist positive,

integer valued functions Li(t), i = 1, 2, such that Li(t) →∞, Li(t) = o(t), t →∞ and

(see also Lemma 3 below)

a(L1(t)) ∼ a(t), b(L2(t)) ∼ b(t), t →∞. (17)

Introduce the following ”partial” processes:

Ẑ
(j)
t =

∑

k∈It
j

ŷk(1)∑

i=1

x̂<yki>
t−k ,

where

I t
1 = {k ∈ N : 0 ≤ k ≤ L1(t)}, I t

3 = {k ∈ N : t− L2(t) ≤ k ≤ t},

I t
2 = {k ∈ N : L1(t) + 1 ≤ k ≤ t− 1− L2(t)}.

It is clear that

Ẑt = Ẑ
(1)
t + Ẑ

(2)
t + Ẑ

(3)
t (18)
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Theorem 2 Let assumptions of Theorem 1 are satisfied. Then

1o. If α ≥ 1, then

P{Ẑ(1)
t 6= θ} ∼ (µt)−1a(t),

if α < 1, then

P{Ẑ(1)
t 6= θ} = o(

a(t)

t
);

2o.

P{Ẑ(3)
t 6= θ} ∼ µ−1α(t) ln t;

3o.

P{Ẑt 6= θ} ∼ 1

µt
a(t) +

1

µ
α(t) ln t.

Remark. It should be noted that part 3o of the theorem shows that event {Ẑt 6= θ}
may occur because of either {Ẑ(1)

t 6= θ} or {Ẑ(2)
t 6= θ} and, when α(t) ∼ t−1const

these two possibilities are asymptotically equiprobable.

Proof of Theorem 2. First we prove part 1o. It follows from (7) and (13) that

0 ≤ 1− F I
k [Ft−k[0]] ≤ 1

t− k + 1
M I

k [(1 + εt−k)
ϕ

µ
] → 0 (19)

as t →∞ uniformly in k ∈ I1. Therefore

− ∑

k∈I1

ln F I
k [Ft−k[0]] ∼ ∑

k∈I1

(1− F I
k [Ft−k[0]]).

Using (7), (13) and that M I
k and RI

k are linear-bounded functionals we obtain that

the last sum as t →∞ is equivalent to

δt =
1+ ‖ εt ‖

µ

∑

k∈I1

M I
k [ϕ]

t− k + 1
[1− r(k, t)],

where

r(k, t) =
RI

k[Ft−k[0]][ϕ]

M I
k [ϕ]

.

Taking into account the choice of L1(t) and condition (8) we have that δt is equivalent

to (µt)−1a(t) when α ≥ 1. If α < 1, then a(L1(t)) = o(a(t)), and thus in this case

δt = o(t−1a(t)). The assertion of part 10 follows from this and the simple relation

1− e−x ∼ x, x → 0.

Let us prove part 2o. It is not difficult to see that (19) holds as t →∞ uniformly

in k ∈ I3 also. Thus we have to consider

A =
∑

k∈I3

(1− F I
k [Ft−k[0]]) = A1 + A2, (20)
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where

A1 =
∑

k∈I3

M I
k [1− Ft−k[0]], A2 =

∑

k∈I3

RI
k(Ft−k[0])[1− Ft−k[0]].

Using again (13), (14) and that M I
k is linear-bounded functional we obtain that

A1 ∼ µ−1α(t) ln t, t →∞. Now we consider A2. Since RI
k is linear-bounded functional,

using (13) and (14) we have that it is non-greater than

const · ∑

k∈I3

(t− k + 1)−1RI
k(Ft−k[0])[ϕ].

It follows from condition (8) that for any ε > 0 there exist δ > 0 such that

r(∆) < ε for all ∆ < δ. Since Fk[0] → 1, there exist m ∈ N such that 1−Ft−k[0] < δ

for t− k > m. Now we partition I3 as I3 = I
(1)
3

⋃
I

(2)
3 , where

I
(1)
3 = {k : t− L2(t) ≤ k ≤ t−m}, I(2)

3 = {k : t−m < k ≤ t}.

Then we have
∑

k∈I
(1)
3

(t− k + 1)−1RI
k(Ft−k[0])[ϕ] ≤ εα(t) ln t.

Since RI
t (η)ξ ≤ M I

t ξ, the second part of the sum is non-greater than

∑

k∈I
(2)
3

(t− k + 1)−1α(k) = o(α(t) ln t)

as t → ∞ for any fixed m. Therefore we have A2 = o(α(t) ln t), t → ∞. Thus we

obtain the assertion of part 2o from (20) and estimates for A1 and A2. Now we prove

part 3o. First we consider

P2 = P{Ẑ(2)
t 6= θ} = 1− ∏

k∈I2

F I
k [Ft−k[0]].

Using simple inequality
∏

i(1− εi) ≥ 1−∑
i εi, εi ≥ 0 and relation (7) we obtain that

P2 is non-greater than
∑

k∈I2

M I
k [1− Ft−k[0]].

Since M I
k is a linear functional we have from (13) and (14) that

P2 ≤ 1

µ
(1 + sup

k∈I2

‖ εt−k ‖
∑

k∈I2

(t− k + 1)−1M I
k [ϕ].

It follows from properties M I
k [ϕ] that there exist C(α) > 0 such that

min
0≤k≤t

{
t− k + 1

t + 1
+

M I
t [ϕ]

M I
k [ϕ]

}
≥ C(α) > 0.
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Therefore

∑

k∈I2

1

t− k + 1
α(k) ≤ 1

C(α)





1

t

∑

k∈I2

α(k) + α(t)
∑

k∈I2

1

t− k



 ,

where
1

t

∑

k∈I2

α(k) ≤ const

t
[a(t)− a(L1(t))] = o(

1

t
a(t)),

α(t)
∑

k∈I2

1

t− k
≤ const · α(t)[b(t)− b(L2(t))] = o(α(t) ln t).

Thus we can conclude that

P2 = o(
1

t
a(t) + α(t) ln t). (21)

Further we use the following equality

{Ẑt 6= θ} =
3⋃

i=1

{Ẑ(i)
t 6= θ} (22)

where events on the right hand side are independent. If we denote Pi, i = 1, 2, 3 the

probability of the i-th event, then

P{Ẑt 6= θ} =
3∑

i=1

Pi −
∑

i6=j

PiPj + P1P2P3. (23)

The assertion of the part 3o follows from (23), if we use results of parts 1o and 2o and

relation (21). Theorem 2 is proved.

4 THE LIMIT THEOREMS

Now we turn our attention to limit theorems for the vector of population sizes in

disjoint subsets of the space X. Let {Ai, i = 1, ..., j} be a measurable decomposition

of X, that is

X = ∪j
i=1Ai, Al ∩ Am = φ.

If χ(A) is the indicator function of the set A ⊆ X, then it is clear that Ẑt[χ(A)] is

the number of particles in A at time t.
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Theorem 3 Let (M), (R) and (8) be satisfied, ρ = 1, 0 < µ < ∞ and q = 1. If

α(t) → 0 such that α(t) ln t → ∞, then for every finite measurable decomposition

{Ai, i = 1, ..., j} of X

lim
t→∞P

{
(
Ẑt[χ(Ai)]

t
)α(t)/µ ≤ xi, i = 1, ..., j

}
= P{ν1 ≤ x1, ..., νj ≤ xj},

where ν1 = ... = νj with probability 1 and νk has the uniform distribution on [0, 1].

Further we need the following result, which cam be proved using the well known

representation for slowly varying functions.

Lemma 3 If L(x) is a slowly varying as x → ∞ function, then there is another

slowly varying function l(x) ∼ L(x), x → ∞ for which it is possible to find function

λl(x) →∞, λl(x) = o(x) such that as x →∞

sup
u∈∆(x)

| l(u)

l(x)
− 1 |→ 0, ∆(x) = [

x

λl(x)
, x].

In some sense the Lemma 3 is an extension of so called uniform convergence the-

orem for slowly varying functions.

Proof of Theorem 4. It follows from the condition α(t) ln t → ∞ that α(t)

is a slowly varying function as t → ∞. Thus there is a function λα(t) for which the

extended uniform convergence theorem holds (see Lemma 3). If 0 < xi < 1, i = 1, ..., j

and x = min{x1, ..., xj}, then the function L(t) = txµ/α(t) →∞, L(t) = o(t) as t →∞.

Now we consider the sum

t∑

k=0

M I
k [1− Ft−k[ξt]], ξt = exp

{
−

∑j
i=1 λiχ(Ai)

tx
µ/α(t)
i

}
,

where λi ≥ 0, i = 1, ..., j. We decompose the sum as following

A = A1 + A2 + A3 (24)

where Ai, i = 1, 2, 3 are sums of the terms when k belongs to K1 = {k : 0 ≤ k <

t/λα(t)}, K2 = {k : t/λα(t) ≤ k < t − L(t)} and K3 = {k : t − L(t) ≤ k ≤ t}
respectively. In this case we obtain from (11) and (12) the following relation

1− Fn[ξ] =
ϕ

µn + Φ?[1− ξ]−1
(1 + ε?

n[ξ]), (25)

13



where ‖ ε?
n ‖→ 0 as n → ∞ uniformly in ξ ∈ ∇̄+

⋂{Φ?[1 − ξ] > 0}. The following

estimates are also true for any ξ from the above set:

1− ‖ ε?
n[ξ] ‖≤ 1 + ε?

n[ξ] ≤ 1+ ‖ ε?
n[ξ] ‖ (26)

First we consider A2. Using (25), right side of (26) and Lemma 3 we get

lim sup
t→∞

A2 ≤ lim sup
t→∞

α(t)
∑

k∈K2

{
µk + Φ?[1− ξt]

−1
}−1

.

It follows from the choice of L(t) and linearity of Φ? that

lim
t→∞L(t)Φ?[1− ξt] = δ(E0) ≡

∑

i∈E0

λiΦ
?[χ(Ai], (27)

where E0 = {i : xi = x}. Thus we have from the above estimate that

lim sup
t→∞

A2 ≤ lim sup
t→∞

α(t)

µ
ln(1 + µδ(E0)x

−µ/α(t)) = − ln x.

If we use the left side of (26), by the same arguments obtain that the lim inf of A2 is

non-less than − ln x. Consequently A2 → − ln x as t →∞.

Using (25) and right side of (26) we can see that lim sup λα(t)A1 < ∞, that is A1

tends to zero as t →∞.

Now we consider A3. Again using (25), (26) and the fact that α(t) slowly varies,

we obtain, for some positive constant C, the following estimate

A3 ≤ Cα(t)
∑

k∈K3

{µ(t− k) + Φ?[1− ξt]
−1}−1 < Cδ(E0)α(t),

which shows that A3 also tends to zero as t → ∞. Thus it follows from (24) that

A → − ln x as t →∞.

Using relation (7) written for F I
k [ξ] we have

t∑

k=0

{1− F I
k [Ft−k[ξt]]} = A−

t∑

k=0

RI
k[Ft−k[ξt]][1− Ft−k[ξt]].

The relations (9), (24) and the simple approximation ln(1−x) ∼ −x, x → 0, gives us

that

lim
t→∞ ln Ht[ξt] = − lim

t→∞A = ln x.

Now we use the standard arguments allowing to obtain the limit theorem with

large deviations from the behavior of the Laplace transform (see [15], for example).

The number 0 < x < 1 is the Laplace transform of the random vector τ = (τ1, ..., τj)

14



such that P{τ = 0} = x,P{∪j
i=1{τi = ∞}} = 1− x and P{∩j

i=1{τi < ∞}, τ 6= 0} =

0. Hence by the continuity theorem for Laplace transforms

lim
t→∞P

{
Ẑt[χ(Ai)]t

−1x
−µ/α(t)
i ≤ yi, i = 1, ..., j

}
= x

for any finite positive numbers y1, ..., yj. The assertion of the theorem follows from

the last relation if we put y1 = ... = yj = 1. The theorem is proved.

The following theorem gives a limit distribution when α(t) ∼ C(ln t)−1.

Theorem 4 Let (M), (R) and (8) be satisfied, ρ = 1, 0 < µ < ∞ and q = 1. If

α(t) → 0 such that α(t) ln t → C ∈ (0,∞) as t →∞, then for every finite measurable

decomposition {Ai, i = 1, ...j} of X

lim
t→∞P

{
Ẑt[χ(Ai]

α(t)/µ − 1

eC/µ − 1
≤ xi, i = 1, ..., j

}
= P{νi ≤ xi, i = 1, ..., j},

where ν1 = ... = νj with probability 1 and P{νi ≤ x} = e−C/µ+x(1−e−C/µ), 0 ≤ x ≤ 1.

Proof. We consider the sum from (24) with

ξt = exp{−
j∑

i=1

λiχ(Ai/Ct(xi)},

where Ct(xi) = (1 + xi(e
C/µ− 1))µ/α(t), 0 < xi < 1. It is not difficult to see that under

the conditions of Theorem 5 Ct(xi) → ∞, Ct(xi) = o(t) as t → ∞. If we decompose

the sum as in (24) with λα(t) = ln t and L(t) = ln ln t, using again (25) and (26)

obtain that as t →∞

A2 ∼ α(t)

µ
ln

µtΦ?[1− ξt] + 1

µΦ?[1− ξt] ln ln t + 1
. (28)

Taking into account the fact that limt→∞ Ct(x)Φ?[1−ξt] = δ(E0), wherex=min{x1, ..., xj}
and δ(E0) the same as in (27), we have from (28) that A2 tends to Cµ−1 − ln(1 +

x(eC/µ − 1)). The same arguments as in the proof of Theorem 4 shows that A1 and

A3 tend to zero as t →∞. Thus

lim
t→∞Ht[ξt] = e−C/µ + x(1− e−C/µ).

The assertion of the theorem follows from the last relation by continuity theorem

for the Laplace transforms. The theorem is proved.

We proceed a further study in the following scheme. We consider the ”partial

processes” introduced in Section 3. It is clear from the definition that Z
(1)
t and Z

(3)
t

15



are branching diffusions generated by the particles immigrated in the beginning of the

process and by the recent immigrants, respectively. First, we prove limit theorems for

partial processes using analytic technique as in the proof of theorems 4 and 5. After

that we deduce the explicit limit theorem for the basic process from those results by

the direct probability arguments.

We denote by H
(i)
t [ξ] generating functionals of processes Ẑ

(i)
t , i = 1, 2, 3, that is

H
(i)
t [ξ] =

∏

k∈Ii

F I
k [Ft−k[ξ]].

Theorem 5 Let (M), (R) and (8) be satisfied, ρ = 1, 0 < µ < ∞, q = 1. If α(t) → 0

such that α(t) ln t → 0, α ≥ 1, then for any finite measurable decomposition {Ai, i =

1, . . . , i} of X

lim
t→∞P





Ẑ
(1)
t [χ[Ai]]

t
≤ xi, i = 1, . . . , j|Ẑ(1)

t 6= θ



 =

= P {νiΦ
?[χ(Ai)] ≤ xi, i = 1, . . . , j} ,

where ν1 = · · · = νj with probability 1 and P{νi ≤ x} = 1− e−x/µ, x ≥ 0

Theorem 6 Let (M), (R) and (8) be satisfied, ρ = 1, 0 < ∞, q = 1. If α(t) → 0 such

that α(t) ln t → 0, then for any finite measurable decomposition {Ai, i = 1, . . . , j} of

X

lim
t→∞P





ln Ẑ
(3)
t [χ(Ai)]

ln t
≤ xi, i = 1, . . . , j|Ẑ(3)

t 6= θ



 = P {νi ≤ xi, i = 1, . . . , j}

where (ν1, . . . , νj) are the same as in Theorem 4.

Proof of Theorem 6. We consider the sum

A =
∑

k∈I1

(
1− F I

k [Ft−k[ξt]]
)
, ξt = exp



−t−1

j∑

i=1

λiχ(Ai)



 ,

where λi ≥ 0, i = 1, . . . , j and I1 is the set defined in Section 3. Using (7) we can

write

A = A1 + A2 (29)

where

A1 =
∑

k∈I1

M I
k [1− Ft−k[ξt]], A2 =

∑

k∈I1

RI
k(Ft−k[ξt])[1− Ft−k[ξt]].
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Let us consider A1. Using relations (25), (26) and the definition of the set I1, we

get that A1 is equivalent as t → ∞ to a(L1(t)) {µt + Φ?[1− ξt]
−1}−1

where a(t) is

defined in the Section 3. Since Φ?[·] is linear-bounded and nonnegative on β+ (see

Assumption (M)), tΦ?[1 − ξt] → δ(E) as t → ∞, where E = {1, . . . , j} and δ is the

same as in (27). Thus from here and from (17) we conclude that

A1 ∼ δ(E)

1 + µδ(E)
a(t)t−1, t →∞. (30)

Now, we consider A2. Since RI
k(·)[·] is a non-increasing function of the first ar-

gument and a linear bounded functional with respect to the second argument, using

relations (25), (26) we find that for some positive constant C and sufficiently large t

A2 ≤ C sup
k

RI
k((1− εt)1)[ϕ]

α(k)
t−1a(t),

where εt > 0 such that εt → 0 as t → ∞. The last inequality shows that under

condition (8), A2 = o(t−1a(t)) as t →∞.

It is not difficult to see that the Laplace transform of the conditional distribution

in Theorem 6 equals

1− 1−H
(1)
t [ξt]

P{Ẑ(1)
t 6= θ}

.

Using the approximation ln(1−x) ∼ −x, x → 0 we have that 1−H
(1)
t [ξt] ∼ A, t →∞

and, consequently, taking into account (29), (30) and part 10 of Theorem 2, we obtain

that the limit of the above above Laplace transform is (1 + µδ(E))−1. The theorem

is proved.

Proof of Theorem 7. First we consider the sum

Ct(m) =
m∑

k=0

{
µk + Φ?[1− ξt]

−1
}−1

, ξt = exp



−

j∑

i=1

λiχ(Ai)t
−xi



 .

It is not difficult to see that Ct(t)−Ct(L2(t)) ≤ b(t)− b(L2(t)) and the last difference

has the order o(ln t) according to relation (17). If we denote q(x, t) = {µx + Φ?[1 −
ξt]

−1}−1, then Ct(t) can be written as follows:

Ct(t) =
∫ t−1

0
q(x, t)dx + C(1)(t), 0 ≤ C(1)(t) ≤

t−1∑

k=0

[q(k)t)− q(k + 1, t)] (31)

and the sum on the right side tends to zero as t → ∞. Since txΦ?[1 − ξt] → δ(E0),

where x = min{x1, . . . , xj} and δ(E0) the same as in (27), we find that the integral
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in (31) is equivalent to µ−1 ln(1 + µδ(E0)t
1−x) as t →∞. Hence we have

Ct(L2(t)) ∼ 1− x

µ
ln t, t →∞. (32)

Now we consider

C(2)(t) =
∑

k∈I3

‖ε?
t−k[ξt]‖q(t− k, t),

where ε?
t [·] is the functional from (25). Since ‖ε?

k[ξ]‖ → 0 as k → ∞ uniformly in

ξ ∈ 5+ ∩ {Φ?[1 − ξ] > 0}, there exists a positive integer m such that ‖ε?
t−k[ξt]‖ < ε

for t− k ≥ m.

We partition I3 as I3 = I
(1)
3 ∪ I

(2)
3 , where I

(1)
3 = {k : t − L2 ≤ k ≤ t − m} and

I
(2)
3 = {t −m < k < t}. It follows from the choice of m that the sum of terms with

k ∈ I
(1)
3 is less than εCt(L2(t)) and the sum of terms with k ∈ I

(2)
3 tends to zero as

t →∞ for any fixed m. Thus using (25) and (26), we obtain that as t →∞

A1 ≡
∑

k∈I3

M I
k [1− Ft−k[ξt]] ∼ α(t)Ct(L2(t)). (33)

The same arguments as in the proof of Theorem 6, if we take into account (32)

and (33), give us that under condition (8), 1−H
(3)
t [ξt] ∼ µ−1(1−x)α(t) ln t as t →∞.

Consequently, using part 20 of Theorem 2, we conclude that the Laplace transform

of the conditional distribution in Theorem 7 tends to x = min{x1, . . . , xj} as t →∞.

How from this fact the assertion of the theorem follows can be shown as in the proof

of Theorem 5. The theorem is proved.

We now formulate the limit theorem for the basic branching diffusion. It turns

out that the form of limiting distributions and the normalizing functions depends on

the behavior at infinity of the function Θ(t) = tα(t) ln t/a(t).

Theorem 7 Let (M), (R) and (8) be satisfied, ρ = 1, 0 < µ < ∞, q = 1, α(t) ln t →
0, t →∞ and {Ai, i = 1, . . . , j} be a finite measurable decomposition of X.

10. If lim inf
t→∞ Θ(t) > 0, then for any xi ∈ [0, 1], i = 1, . . . , j, x = min{x1, . . . , xj} as

t →∞

P

{
ln Ẑt[χ[Ai]]

ln t
= ≤ xi, i = 1, . . . , j|Ẑt 6= θ

}

=
xΘ(t)

1 + Θ(t)
(1 + o(1)).
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20. If lim sup
t→∞

Θ(t) < ∞, then for any xi ≥ 0, i = 1, . . . , j as t →∞

P

{
Ẑt[χ[Ai]]

t
≤ xi, i = 1, . . . , j|Ẑt 6= θ

}
=

Θ(t) + G(x1, . . . , xj)

1 + Θ(t)
(1 + o(t)),

where G(x1, . . . , xj) is the limiting distribution in Theorem 6.

Examples. 10. If α < 1, then Θ(t) → ∞ and we obtain from part 10 of the

theorem that the limit distribution is the same as in Theorem 7. If α > 1, then

Θ(t) → 0 and it follows from part 20 of the theorem that the limit distribution is the

same as in Theorem 6.

20. Let now α = 1, l(t) ≡ C0 ∈ (0,∞). Then Θ(t) → 1 as t → ∞. In this case

it follows from parts 10 and 20 of Theorem 8 that the limit distributions there have

atoms of the same mass 2−1 at points 1 and zero respectively. The limit Theorems 6

and 7 obtained for the partial processes explain the cause of the appearance of these

atoms.

Proof of Theorem 8. Let Bi = Bi(t) be the event that i-th partial process is

not equal to θ at time t. We consider the following events

Ci = Bi ∩Bj ∩Bk, Cij = Bi ∩Bj ∩Bk, Cijk = Bi ∩Bj ∩Bk,

where i, j, k = 1, 2, 3, i 6= j, i 6= k, j 6= k.

If we denote D = {Ẑt 6= θ}, then it is not difficult to see that

D =
3⋃

i=1

Ci ∪
2⋃

i,j=1

i6=j

Cij ∪ C123. (34)

Since the events on the right side of (39) are disjoint, for any event A we have

P{A|D} =
3∑

i=1

P{A|Ci}P{Ci}
P (D)

+
2∑

i,j=1

i6=j

P{A ∩ Cij}
P{D} +

P{A ∩ C123}
P{D} . (35)

It follows from the definition of the process that the partial processes Ẑ
(i)
t , i =

1, 2, 3, are independent. Therefore, using the assertion of Theorem 1, we get, under

the conditions of Theorem 8, that

P{Ci} ∼ P{Bi}, P{Cij} ∼ P{Bi}P{Bj}, P{C123} ∼ P{B1}P{B2}P{B3}.

Let us prove part 10. In order to do it we put in (40) that

A =

{
ln Ẑt[χ(Ai)]

ln t
≤ xi, i = 1, . . . , j

}
, 0 < xi < 1.
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Using Theorems 6 and 7 we have that P{A|C3} → x = min{x1, . . . , xj} and P{A|C1} →
0 as t → ∞. On the other hand, as it was shown in the proof of Theorem 2,

P{C2} ∼ P{B2} = o(P{D}), t → ∞. Thus the first sum in (35) is equivalent to

xP{B3}/P{D} as t →∞.

Taking into account results of Theorem 2 again, we see that P{Cij} = o(P{D})
and P{C123} = o(P{D}) as t → ∞. Hence, it follows from these relations and from

(35) that as t →∞
P{A|D} =

xΘ(t)

1 + Θ(t)
+ o(1)

which gives the assertion of part 10 when liminf Θ(t) > 0. Part 10 of the theorem is

proved.

Now we prove part 20. We now put in (35) A =
{
t−1Ẑt[χ(Ai)] ≤ xi, i = 1, . . . , j

}
.

In this case we obtain from Theorems 6 and 7 that P{A|C1} tends to G(x1, . . . , xj)

and P{A|C3} → 1 as t →∞.

It follows from the condition limsupΘ(t) < ∞ that α ≥ 1. Consequently we can

use part 10 of Theorem 2 and thus, the first sum in (35) as t → ∞ is equivalent to

(G(x1, . . . , xj) + Θ(t))(1 + Θ(t))−1. The theorem is proved.

References

[1] Asmussen S., Hering H. (1977) Some modified branching diffusion models.

Math.Biosci., 35, p. 281-299.

[2] Asmussen S., Hering H. (1983) Branching Processes, Birkhauser, Boston, Basel,

Stuttgart.

[3] Athreya K., Ney P.(1972) Branching Processes, Springer-Verlag.

[4] Conner H. E. (1961) A limit theorem for a position-dependent branching process,

Journal Math. Analysis and Appl., 3, p. 560-591.

[5] Conner H. E. (1967) Asymptotic behavior of averaging processes for a branching

process of restricted Brownian partcles, J. Math. Analysis Appl., V. 20, 464-479.

[6] Cox J. T. (1994) On the ergodic theory of critical branching Markov chains,

Stochastic Process. Appl. V. 50, No 1, 1-20.

20



[7] Hering H.(1973) Asymptotic behaviour of immigration-branching processes with

general set of types. I: Critical branching part, Adv.Appl. Probab.,5, p. 391-416.

[8] Hering H. (1978) Multigroup branching diffusions. Branching Processes, Edit. A.

Joffe and P. Ney, Marcel Dekker, Inc., New York, Basel, p. 177-217

[9] Ikeda N., Nagasawa M., Watanabe S. (1965) On branching Markov processes,

Proc. Japan Acad. Sci., V. 41, No 9, 816-821.

[10] Ikeda N., Nagasawa M., Watanabe S. (1966) A construction of branching Markov

processes, Proc. Japan Acad. Sci., V. 42, No 4, 380-384.

[11] Ikeda N., Nagasawa M., Watanabe S. (1966) On branching semi-groups I, II,

Proc. Japan Acad. Sci., V. 42, No 8, 1016-1026 .

[12] Kageyama S., Ogura Y (1980) On a limit theorem for branching one-dimentional

diffusion processes, Publ.RIMS Kyoto Univ. 16, 355-376.

[13] Moyal (1962) The general theory of stochastic population processes. Acta Math.

108, p.1-31.

[14] Jagers P. (1975) Branching Processes with Biological Applications, J. Wiley &

Sons XIII, London.

[15] Rahimov I.(1995) Random Sums and Branching Stochastic Processes, Springer-

Verlag, Ser. LNS, 96, New York.

[16] Savits T. (1969) The explosion problem for a branching Markov process, Osaka

J. Math., 6, 375-395.

[17] Seneta E. (1976) Regularly Varying Functions, Springer-Verlag, Ser. LNM 508,

Berlin.

[18] Sevast’yanov B.A.(1971) Branching Processes, Nauka, Moscow.

21


