CHAPTER THREE
Describing Data Using
Numerical Measures
Although graphs and charts provide effective tools for transforming data into information, they do not reveal all the information contained in a data set. So, to make your description complete, you need to become familiar with the key descriptive measures that quantify the center of the data and its spread.
3-1 Measures of Center and Location
Objectives

1. To compute the mean, the weighted average, the median and the mode for a set of data and understand what these values represent.

2. To compute the percentiles and quartiles for a set of data and understand what these values represent.

3. To construct a box plot and interpret it.

· Recall that the parameter does not change because it is based on all the population values, where this is not the case for the statistic where it is based only on a random sample of the population.
· The mean (or the average) is computed, for a quantitative measure, by dividing the sum of the values by the values number.
· The population mean is given by the formula; 
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 where N: population size and xi :ith individual value of variable x.

· For any set of data, the sum of the deviations around the mean will be zero.
· The sample mean is given by the formula; 
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 where n: sample size and xi :ith individual value of variable x.
· Note that sample descriptors (statistics) are usually assigned a Roman character where the parameters are usually assigned Greek ones.

· The median divides the data array into two halves since it is exactly in the middle. We use 
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 to denote the population median and Md to denote the sample median.
· The median is found following the steps;

1.  Sort the data increasingly.

2. If n is odd then the median is the value in the middle = 
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 that is the data observation that has a rank or a position 
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3. If n is even then the median is the mean value of the two values in the middle = 
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· The set of data is said to be symmetric if its observations are evenly spread around the center and the mean and median are equal. If it is not symmetric then it is called skewed.

· The mode is the value in the data set that occurs most frequently. The mode needs not to be unique for multi-modal data sets.
· In many cases the observation in the data set are equally weighted but, in some applications there is a reason to weight the data values differently. In that case we need to compute the weighted mean that is based on assigning weights for the data observations according to its importance or occurrence. 
· The weighted mean is given by the formula; 
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 for the population and 
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 for the sample where wi is the weight of the ith data value.
· A very well familiar example of calculating the weighted mean is your GPA.

· Recall that prior to enroll at the university you took the SAT test and received a percentile score in math and verbal skills. So, the pth percentile in a data array is a value that divides the data set into two parts in which the lower segment contains at least p% of the data and the upper contains the rest.
· The pth percentile is denoted by Pp. Also, the 50th percentile is the median of the data set.

· The following procedure is used to calculate the pth percentile for a quantitative set of data;

1. Sort the data increasingly.
2. Determine the percentile location value; 
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 where p: desired percentile.

3. If i is not an integer then interpolate between the integer portion of i and the next value; 
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 where d: the decimal part of i.

· The quartiles are special cases of the percentiles. It is those values that divide the data set into four equal-sized groups. It is denoted by Q1, Q2 and Q3 which are the first, second and third quartiles respectively.

· The box-and-whisker plot incorporates the median and the quartiles to graphically display quantitative data. It is also use to identify the outliers, the extremely small or large values, in the data set.

· Use the following steps to construct a box-and-whisker plot:

1. Sort the data increasingly.

2. Find the three quartiles.

3. Draw a box so that the ends of the box are at Q1 and Q3.

4. Draw a vertical line through the box at the median.

5. Calculate IQR = Q3 – Q1.
6. Compute LL=Q1–1.5IQR and UL=Q3+1.5IQR.

7. Extend dashed lines from each end of the box to the lowest and highest values.

8. Any value outside (outlier) the upper or lower limits is marked with an asterisk.

· Refer to the comparison table given in the text book on page 92.

3-2 Measures of Variation
Objectives

1. To compute the range, the variance, and the standard deviation for a set of data and understand what these values represent.
· A set of data exhibits variation (dispersion) if all the data are not on the same value.
· The range R = Max. value – Min. value.

· The inter quartile range IQR = Q3 – Q1.

· The population variance is the average of the squared distances (deviations) of the data values from the mean. It is given by the formula: 
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· The population standard deviation (σ) is the positive square root of the variance.

· The sample variance is the average of the squared distances (deviations) of the data values from the sample mean (division is by n–1). It is given by the formula: 
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· The sample standard deviation (s) is the positive square root of the variance.

3-3 Using the Mean & the Standard Deviation Together
Objectives

1. To compute the coefficient of variation and z scores and understand how they are applied in decision-making.

2. To introduce the empirical rule and Tchebycheff’s theorem.
· The coefficient of variation is used to measure the relative variation in data. It is mainly used for the comparison of two data sets of different units.
· Note that the empirical rule is used when the data are approximately bell-shaped (symmetric) whereas, the Tchebycheff’s theorem applies, in general, for any set of data regardless of its distribution.
· Another useful tool for comparing data sets of different measuring units is the z-score, which measures the number of standard deviations a value is from the mean.
_1158345066.unknown

_1158380018.unknown

_1158776097.unknown

_1158776533.unknown

_1158383757.unknown

_1158347666.unknown

_1158372248.unknown

_1158372575.unknown

_1158347566.unknown

_1158344014.unknown

_1158344395.unknown

_1158343403.unknown

