Appendix – C
Introduction to Matrices

1.
A matrix A is any rectangular array of numbers or functions: 
A = 
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If a matrix has m rows and n column we say A is an mxn matrix. If m=n, A is called a square matrix of order n..
The element in the ith row and jth column is denoted by aij. We write A = (aij)mxn. Each of the mn numbers is called an element of the matrix.

2. Two mxn matrices A = (aij) and B = (bij) are equal if aij = bij for each i and j.

3. A matrix having m rows and one column is called a column matrix. It is also called a column vector or a vector.
For example A = 
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    is a column vector. 
A matrix having a single row is called a row matrix. 
4.
A multiple of a matrix A by a number k is defined as kA = (kaij).

5.
The sum of two mxn matrices A and B is defined to be the matrix A+B = (aij + bij)mxn.


that is, we add the corresponding elements .


Differential of A and B can be defined as A-B=A+(-B)

6. The determinant having the same elements as the square matrix A is called the determinant of the matrix and is denoted by |A| or det A.
7. A square matrix is said to be singular if its determinant is zero, otherwise non-singular.
8. A square matrix, all of whose elements except those in the leading diagonal (aii), are zero is called the diagonal matrix. A diagonal matrix where all the leading diagonal elements are equal is called a  scalar matrix.

For example 
[image: image3.wmf]÷

÷

÷

ø

ö

ç

ç

ç

è

æ

÷

÷

÷

ø

ö

ç

ç

ç

è

æ

-

2

0

0

0

2

0

0

0

2

are

1

0

0

0

1

0

0

0

3


are diagonal and scalar matrices respectively
9. A diagonal matrix of order n, where all diagonal element are unity is called a unit matrix of order n and is denoted by (.

For example 
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is a unit matrix of order 3.
10. A square matrix A = [aij] is said to be symmetric (skew symmetric) if a​ij=aji (aij = -aji) for all i and j. For a skew symmetric matrix leading diagonals elements are zero.

11. Let A = 
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  be an mxn matrix

and B = 
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  be a nxp matrix

Then the Product AB is the mxp matrix

AB = 
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where cij = ai1 b1j + ai2 b2j + --- + cin bnj
The expression for cij is known as the Inner product of the ith row with the jth column.

In general matrix multiplication is not commutative that is AB ( BA

Note 
For the product AB to defined the number of columns in A should be same as number of rows in B
12. In the product AB, the matrix A is said to be post multiplied by the matrix B. In the product BA the matrix A is said to be pre multiplied by B.
13. Multiplication of matrices is associative that is (AB)C = A(BC), where A,B,C are mxn; nxp and pxr matrices respectively

14. If all products are defined, multiplication of matrices is distributive over addition that is
A(B+C) = AB+AC and (B+C)A = BA+CA

15. If A is a square matrix, then the product AA is defined as A2. Similarly we define higher powers of A that is AA2=A3.
16. A matrix consisting of all entries zero is called a zero matrix and is denoted by O.

17. If A and O are mxn matrices then

A+O = O+A = A

If A is a square matrix of the same order as ( then IA = AI = A.
I is called the multiplicative identity of matrix A.

18. The transpose of the mxn matrix A is the nxm matrix A' or AT obtained from A by interchanging rows and columns..

In other words the rows of a matrix A become the columns of its transpose A' or AT.

Observation:   The transpose of the product of two matrices is the product of their transposes taken in reverse order that is (AB)' = B'A'.
19. If A is an nxn matrix, then an nxn matrix B if it exists such that AB=BA = ( where I is the multiplicative identity, is called the inverse of A and is denoted by B = A-1.

20. An nxn matrix A has inverse A-1 if and only if A is non singular
21. Formula for A-1 = 
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where Adj A (Adjoint of  A) is the transposed matrix of cofactors of A.

22. If A(t) = (aij(t))mxn is a matrix whose entries are functions differentiable on a common interval then derivative of A is defined as
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The derivative of  a matrix A(t) is also denoted by A'(t).
23. If A(t) = (aij(t))mxn is a matrix whose entries are functions continuous on a common interval containing t and t0 then


[image: image10.wmf]mxn

t

0

t

t

0

t

ij

ds

)

s

(

a

ds

)

s

(

A

ò

÷

÷

ø

ö

ç

ç

è

æ

ò

=



To differentiate (integrate) a matrix of functions we simply differentiate (integrate) each entry.
24. Matrices are used in solving algebraic  system of n linear equations in n unknowns.
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If A denotes the matrix of coefficients of the above system, Cramer's rule can be used to solve the system whenever det A ( 0.

The above system of equations can be written in the form of matrix equation
AX=B
where A = 
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     X = 
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 B = 
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The matrix 
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is called the augmented matrix.
Gauss elimination or Gauss Jordan elimination method can be used to solve the system of equations.
25. Rank of a matrix is the largest order of any non-vanishing minor of the matrix.
26. If A is any square matrix of order n, I be the nth order unit matrix, the determinant of the matrix A–(( equated to zero is called the characteristic equation of A that is |A - (I| = 0 gives
characteristic equation of A

The roots of the characteristic equation are called the characteristic roots or eigen values of the matrix A
27. Cayley Hamilton Theorem Every square matrix satisfies its characteristic equation.
28. Let A be an nxn matrix. A number ( is called an eigen value of A if there exists a non zero solution vector X of the linear system

AX = (X.


The column vector X is said to be an eigen vector corresponding to the eigen value (.

Observation: Corresponding to n distinct eigen values, we get n linearly independent  eigen values. But when two or more eigen values are equal, it may or may not be possible to get linearly independent eigen vectors corresponding to the repeated roots.
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