ICS 485: Machine Learning 



Faculty: Dr. M.R.K. Krishna Rao

E-mail:  krishna@ccse.kfupm.edu.sa
Office: 22-109  (Phone: 3364)

Office hours: SMW 8:00-9:40
Course homepage: http://www.ccse.kfupm.edu.sa/~krishna/ics485/

Text: “Machine Learning” by Tom Mitchell, McGraw-Hill, 1997.
Course Objectives:

To learn various learning models like version-space, supervised and unsupervised learning, Bayesian, neural network, reinforcement learning and algorithms like ID3 and Candidate-elimination. To compare and contrast various learning models and algorithms.

Course Outline:

1. Introduction (Chapter 1)
2. Concept Learning (Chapter 2)
3. Decision Tree Learning (Chapter 3)
4. Clustering and Unsupervised Learning (Extra Material)

5. Artificial Neural Networks (Chapter 4)

6. Evaluating Hypotheses (Chapter 5)

7. Bayesian Learning (Chapter 6)

8. Computational Learning Theory (Chapter 7)

9. Instance-Based Learning (Chapter 8)

10. Genetic Algorithms (Chapter 9)

11. Learning Sets of Rules (Chapter 10)

12. Reinforcement Learning (Chapter 13)

Assessment:

1. Quizzes: 15%

2. Mid-term Exams: 25% + 25% (on Thursday 20-03 and 01-05 at 6-8pm)
3. Final (selectively-comprehensive): 35%
General Rules:
1. More than 9 absences automatically result-in grade DN.
2. You get bonus upto 2 marks if Absences < 4 and well-behaved
a) 0 absence –> 2 marks, 1 absence –> 1.6 marks, 2 absences –> 1.2 marks,  3 absences –> 0.8 marks, 4 absences –> 0.4 marks
3. To get WP, you should get at least 40% in exams prior to withdrawal.
4. If you miss an exam with an official excuse, you get the average of your scores in the other exams.
