
 1

Successive Blind Recursive Constant Modulus Detectors for 
DS/CDMA Signals with BPSK Modulation 

 

Hamed Mohamed Al-Neyadi 
IEEE_ UAE Section 
Dr_Alneyadi@Hotmail.com 

 

 
Abstract  —   A successive detection technique using a 
multi-stage finite impulse response filter, controlled by the 
constant modulus algorithm (CMA), and a signal canceller 
(SC) to enable the blind detection of DS-CDMA signals is 
presented.  This CMA/SC multi-stage system shows 
robustness of detection of different users in dense 
environments, it is easily implemented by simple gradient 
algorithms, and it requires lower computational effort than 
other reported algorithms. In addition, it does not require 
a knowledge of the spreading codes of the different users. 
A drawback of this multi-stage CMA/SC system is the 
relatively slow convergence of the CMA algorithm, which 
may not be suitable for some applications. This paper 

describes in detail a recursive constant-modulus 
filter/signal canceller (RCMA/SC) for the blind detection 
of DS/CDMA signals over an additive white Gaussian noise 
(AWGN) channel. The RCMA is derived by analogy to the 
recursive least squares algorithm (RLS) as a fast version of 
the CMA. The convergence properties of the algorithm are 
analyzed and compared with the conventional CMA. 
Simulation examples, for both the CMA and the RCMA, 
are given, to demonstrate the robustness of the proposed 
algorithm and its superiority from the point of view of fast 
convergence. 
 

 

I. Introduction 

 
We are interested in the following problem: given 
multiple digitally-modulated signals being heard 
simultaneously by a receiver, how does the receiver 
reliably demodulate a particular user (or users)? This 
problem is currently receiving intensive interest because 
of the rapid growth of DS-CDMA systems, where the 
detection of a specified user, while canceling the 
multiple access interference (MAI) caused by other 
users, is fundamental. Adaptive interference suppression 
is analogous to adaptive equalization of a time invariant 
channel by virtue of the analogy between MAI and 
intersymbol interference (ISI). Application of these 
methods to DS-CDMA is a relatively recent concept 
proposed by a number of different authors at 
approximately the same time, [1-3]. These authors 
propose adaptive receivers based on the linear minimum 
mean squared error (MMSE) criterion. These receivers 
require only the code sequence of the desired user and a 
coarse knowledge of the timing of the desired user. They 
can be implemented adaptively using standard 
algorithms such as least mean squares (LMS) or 
recursive least squares (RLS) [4-6]. 
The preceding arguments motivate the subject of this 
paper, namely, blind adaptive multi-user  detection , 
which at its minimum means that the receiver does not 
require a training sequence for the desired user (in 
addition to not requiring knowledge of the interference 

parameters) [7,8]. Blind reception is of interest in its 
own right in broadcast or multicast settings, since it en-
ables receivers to asynchronously tune into a 
transmission of interest at any time, without any 
requirement for a training sequence, thus offering better 
spectrum efficiency. The most representative methods 
for blind multi-user detection include the minimum 
output energy (MOE) [10] and subspace approach [11]. 
However these methods assume a knowledge of the 
spreading waveform, which is not available in some 
applications like electronic intelligence (ELINT). The 
constant modulus (CM) receiver can perform almost as 
well as the non-blind/trained receiver except that the 
CM Algorithm (CMA) captures an arbitrary signal from 
the combined received CDMA signals, which may be of 
no interest [12]. We describe a successive blind 
detection scheme for all the active users in a DS/CDMA 
system [13]. Our principle of system operation is based 
on utilizing identical successive stages; each stage 
consisting of a CM filter followed by a signal canceller, 
allowing for the detection of different signals. In each 
stage, the CMA detects an arbitrary signal, which is 
subtracted from the input of the stage by a signal 
canceller and the remainder is applied to the next stage 
to permit detection of another signal. It has been shown 
that in a synchronous system, the CMA exhibits a lock 
convergence behavior when the filter is at steady state; 
that is it locks onto one signal and nulls all other 
interfering signals. The converged filter is equivalent to 
the well-known decorrelator and is orthogonal to the 
MAI space. The signal canceller utilizes this 
orthogonality to remove the detected signal and permits 
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another one to be detected. The performance of a CM- 
based receiver is limited by the received power of the 
desired user. Another drawback of the multi-stage 
CMA/SC system is the relative slow convergence of the 
CM algorithm, which may make it not suitable for some 
applications. This paper describes an investigation into 
the performance of a multi-stage recursive constant-
modulus filter/signal canceller (RCMA/SC) for the blind 
detection of DS/CDMA signals over an additive white 
Gaussian noise (AWGN) channel. The RCMA is 
derived, as a fast version of the CMA, by analogy to the 
RLS. The RCMA shows superiority over the original 
CMA from the point of view of fast convergence, at the 
expense of some increase in complexity. 
The paper is organized as follows; section 2 is a 
description of the multi-stage system, its principle of 
operation and the signal model; the performance of the 
multi-stage system, based on the RCMA, is analyzed in 
section 3; simulation examples which demonstrate the 
robustness and efficiency of the proposed system are 
presented in section 4; and finally conclusions are given 
in section 5. 
 
 

II. System and Signals Descriptions 

 
The proposed multi-stage RCMA/SC system, for the 
separation of co-channel DS/CDMA signals, is shown in 
Fig.1. The system consists of M-identical stages; each 
stage consists of an adaptive finite impulse response 
(FIR) filter followed by an adaptive signal canceller. 
The adaptive FIR filter is controlled by the recursive 
constant modulus algorithm (RCMA), which captures 
one of the DS/CDMA signals at the input of the stage. 
The signal canceller subtracts the detected signal from 
the combined DS/CDMA received signals at the input of 
the stage. This permits the next stage to capture another 
signal from the multiplexed CDMA input signals. 
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                      Fig. 1.  Multi-stage RCMA/SC for separation of co-channel CDMA signals. 
 

 
Assume that, there are K active users in the observed 
DS/CDMA system. The signal received by the first 
stage is represented as 
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Where, n(t) is the additive white Gaussian noise 
(AWGN) with zero-mean and variance σ2. The kth user 
signal rk (t) in a DS/CDMA system is given by 
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Where, Ak, bk, τk and θk are the amplitude, data symbols, 
delay and phase of the kth user signal respectively. Each 
user data symbols bk is assumed to be binary phase shift 
keying (BPSK) signal. ωc is the angular carrier 
frequency and Tb is the symbol duration.  The spreading 
code of the kth user is given by 
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Where, uk (n) = ±1 is the nth element of the spreading 
sequence for the kth user and the chip waveform p(t) is a 
rectangular waveform of duration Tc. The chip duration 
Tc is assumed to be, Tc = Tb/N; where N is the processing 
gain of the spreading code.  
The equivalent discrete synchronous model of the 
received signal at the jth data symbol is given by 
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Where Ul is the spreading sequence of the lth user 
represented by the vector 
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The first term in equation (4) represents the data symbol 
of the captured user by the first stage b1 modulated by 
its spreading signal vector U1. While the second term 
represents the multiple access interference, (MAI), from 
other users and the third one is the AWGN vector. This 
equation can be written in matrix form as 

)()( nAUjX =                                                                 (6) 

Where U is the (N x  K) code matrix of the spreading 
codes of all users and A (n) is the (Kx1) vector of 
symbols of the active users at the nth time instant with 
their corresponding amplitudes. U, A (n) are defined as 
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The output of the CM filter of the mth stage, at the nth 
time instant, is given by 
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• )(nwT
m is the weight vector of the CM filter 

of the mth stage, represented as  

T
Nmmm

T
m nwnwnwnw )](......)()([)( ,2,1,=            (10) 

• )(nem  is the input signal vector of the mth 
stage at the nth time instant. 

Note that for the first stage e1 (n) is x (n) and the output 
of the signal canceller of the mth stage, em+1(n), 
represents the input of the next stage, and it can be 
written as 
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Where we have substituted ym (n) from equation (9) and 
define the signal transfer matrix  
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The signal canceller weight vector zm (n) is given by 
T
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Using this notation, it is straightforward to write the 
output of the mth stage in terms of the system input 
 e1 (n) = x (n) as follows 
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Associate with each stage an effective code matrix (Ũm), 
which is analogous to U for the first stage, and an input 
correlation matrix (Rm). Clearly Ũ1 = U and for 
notational convenience and with out loss of generality 

we will assume that the signal  sm (n) is the captured 
signal by the mth stage (for m =1,2,……..K). It has been 
shown that the construction of the effective code 
matrices Ũm (m>1) is similar to Ũ1, except that, the 
earlier (m-1) columns are replaced by zeros, since their 
corresponding signals are cancelled [13].  
 

III. Analysis of System Behavior 

 
The Recursive constant modulus algorithm (RCMA) in 
the mth stage minimizes the weighted mean square error 
between the actual amplitude of the output of the 
controlled FIR filter and the desired amplitude which is 
normalized to be unity. Thus, the objective function of 
the RCMA is defined as 
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Where  N is the observation length and α is a positive 
weighting (forgetting) factor, 0<α<1. The error signal, ε 
(k) is defined as 
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For simplicity we consider the behavior of the first 
stage. The behavior of other stages are similar, with the 
minor change of the code matrix Ũ1 by the 
corresponding code matrix Ũm and the input vector e1 (k) 
= x (k) by its corresponding input vector em (n). The 
performance function Φ penalizes the weighted square 
difference between the desired envelope and the actual 
one at the output of the FIR filter. It is required to 
determine the weights vector w, which minimizes the 
function, Φ as defined in equation (15), thus we set the 
gradient of the cumulative error squares Φ with respect 
to the weights vector to zero which implies that 
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The error signal could be rewritten as  
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Where * denotes the complex conjugate operation and H 
denotes the complex conjugate matrix transpose 
operation. The derivatives of  the error signal with 
respect to the weights vector is given by [17-18]  

)()()()()()( ** kxkykwkxkx
w
k T =−=

∂
∂ε

          (19) 



 4

0)()())(1(2 *
2

0
=−− ∑

=

− kxkyky
N

k

kNα                (20) 

It is clear that equation (20) is a non linear equation in 
the filter weights. Even if they were linear there would 
be a solution only for the limited case that the length of 
the observation equaled the number of FIR weights. 
Instead of solving these equations we choose the FIR 
weights, w, to obtain a least-squares fit between the 
desired output envelope and the actual one.  Define the 
matrix R (N) and the column vector D (N) such that, 
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Where R (N) and D (N) are given by the forms, 
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Where the vector S (k) is defined as: 
)()()( * kxkykS =                                                        (24) 

A generalized solution of the system in (21) exists if the 
matrix R (N) is non-singular and is given by 
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However, the system of equations in (21) are non-linear 
equations in the filter weights vector w since y (k) itself 
is a function of w. In order to solve this conflict we 
utilize a gradient search to find w, which minimizes the 
performance function  Φ in an iterative manner as 
follows; first suppose that we have an initial value w(N-
1) for the FIR filter weights vector w, which satisfies the 
system in (21) at the (N-1)th iteration thus 

    )1()1()1( 1 −−=− −
∆
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Second we note the recursive nature of both D (N) and R 
(N) as: 

)()1()( * NSNDND +−=α                                (27) 
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Define the matrix P= R-1 and take the matrix inversion 
of both sides of (28) we can verify that [19]  
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Before we continue we further simplified P (N) as 
follows; define the column vector K (N) as: 
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Where the scalar )(N∆ is given by 
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So we can rewrite P (N) as  
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Substituting P and D from (32) and (27) and simple 
manipulation results in an updated equation for the FIR 
filter weights vector at the mth  stage: 
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By inspection of equation (33) we can verify that the 
vector of the FIR filter weights changes with time by an 
amount equal to the error signal multiplied by the gain 
vector K(n). Since K (n) is an N dimensional vector each 
element of the weights vector, in effect, is controlled by 
one of the elements of K(n). Consequently rapid 
convergence is expected for the RCMA. This is in 
contrast to the steepest decent algorithm used for the 
original CMA where we have a fixed step size [19]. The 
corresponding update of the signal canceller weights is 
given by [34]  
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Where µsc >0 is the step size of the LMS controlling the 
signal canceller. Because there is only one input ym (n) 
and N error signals, (contained in vector em+1(n)), the 
recursion in (34) actually corresponds to N independent 
LMS updates. 
The steady state behavior of the mth stage and its 
optimum weight vectors wm, zm are obtained by the 
orthogonality principle [14]. For the signal canceller 
weights, the orthogonality condition is applied to the 
gradient estimate in (34),   
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This orthogonal property yields 

  2/ mYmwmRmz σ=                                                    (36) 

Where 2
mYσ  is the mean power of the mth captured 

signal. To obtain the steady state weights of the CM 
filter of the mth stage we replace the error signal εm by sm 
(k)-ym (k). Using this approximation, we obtain the 
optimum weights of the CM filter as 

mUmRmsmw 12 −= σ                                                        (37) 
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Where Um is the mth column of the matrix Ũm and 
2
msσ is the mean power of the mth signal. Substituting 

this result into (36) yields 
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Where Gm is the gain of the mth stage. This result can be 
explained as follows; the mth stage captures the mth user 

signal, the signs of the impulse response of the optimum 
CM filter weight vector is typical the spreading code of 
that user, i.e. sign(w1) = U1 [16]. The output power of 
this stage is amplified by the square magnitude of the 
CM filter,

22
mm wG = . Evidently, implementing the 

signal canceller as (38) will remove the components of 
the mth captured user from the input to the next stage. 
 

IV. Simulation Results 

 
It is assumed that 2 active users contribute to the 
combined, received signal at the input of the first stage. 
Each user transmits BPSK data signals modulated by a 
15 chips Gold codes. Each user signal is 10 dB above 
the background AWGN. Furthermore the data signals 
are perfectly synchronized and the received signal is 
sampled at the code chip rate. As a comparison with the 
previous results of the CMA/SC system [13], the 
behavior of the multi-stages CMA/SC is shown in Fig.2 
& 3, While the behavior of the RCMA/SC are shown in 
Fig. 4 & 5. In each of the mentioned figures the 
corrupted received signal constellation, and the 
corresponding single user BPSK signal constellation are 
shown respectively. One can see the severe effect of 
MAI on the signal constellation. Comparison between 
the convergence of the CMA and RCMA shows the 
superiority of the RCMA, which reduces the 
convergence time by approximately an order of 
magnitude, compared to the CMA. The CM filter 
reduces the effect of the MAI introduced by the other 
active user, which is clear from the spectrum of figures 
2, 3, 4, and 5. Comparison of the convergence curves of 
the two stages for each algorithm indicates that, the 
smaller the number of active users, the faster the 
convergence of the algorithms. An interesting point to 
be analyzed in future work is; which user is detected 
first? The simulations indicate that, when there is power 
difference between the users, the signal with the higher 
power is detected by the earlier stages, as might be 
expected. 
 
 
 
 

 

 
 

Fig.2. Behavior of the first CMA/SC stage (Equal power 
signals). 

 
 

 

 
Fig.3 Behavior of second CMA/SC stage (Equal power 

signals). 
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Fig.4 Behavior of RCMA/SC first stage. 

 

 

 
 

Fig.5 Behavior of RCMA/SC second stage. 

V. Conclusions 

 
We have presented a proposal for successive multi-user 
detection using a multi-stage CM filter and signal 
canceller. It has been shown that in a synchronous 
system, the CM filter exhibits a lock convergence 
behavior when the filter, at steady state, can lock onto 
one user and null all other interfering users. The 
converged filter, at lock convergence, is equivalent to 
the well-known decorrelator and it is orthogonal to the 
MAI space. The signal canceller utilizes this 
orthogonality to remove the detected user signal and 
permits another one to be detected. Both the CMA/SC 

and RCMA/SC multi-stage systems show efficient 
performance in the successive detection of DS-CDMA 
signals. Further both of them do not require a knowledge 
of the spreading codes of the different users or the 
timing of the waveforms. However, the RCMA offers a 
better steady-state performance and has a higher 
convergence rate, relative to the CMA.  

VI. References 

 
1. U. Mitra and H.V. Poor “Analysis of adaptive 

decorrelating detector for synchronous CDMA 
channels,” IEEE Trans. Commun., vol. 44, pp. 257-
286, Feb.  1996. 

2. U. Mitra and H.V. Poor “Adaptive receiver 
algorithms for near- far resistant CDMA,” IEEE 
Trans. Commun., vol. 43, pp. 1713-1724, Apr.  1996. 

3. A. Abdulrahman, D.D. Falconer, and A. U. Sheikh 
“Decision feedback equalization for CDMA indoor 
wireless Communications,”  IEEE J. select. Areas 
commun., vol. 12, pp 698-706,  May 1994. 

4. U. Madhow “Blind adaptive interference 
suppression for direct-sequence CDMA ,” proc. 
IEEE, vol. 86, pp. 2049-2069, Oct 1998. 

5. U. Madhow “Blind adaptive interference 
suppression for near- far resistant acquisition and 
demodulation of direct sequence CDMA signals,” 
IEEE Trans. Signal processing , vol. 45, pp. 124-
136,  Jan.  1997. 

6. U. Madhow “MMSE interference suppression for 
timing acquisition and demodulation of direct 
sequence CDMA signals,” IEEE Trans. commun, 
vol. 46,  pp. 1065-1075, Aug. 1998. 

7. M. Honig, U. Madhow “Blind adaptive multiuser 
detection,” IEEE Trans. commun, vol. 46,  pp. 1065-
1075, Aug. 1998. 

8. S. L. Miller “An adaptive direct-sequence CDMA 
receiver for multiuser interference rejection,” IEEE 
Trans. commun, vol. 43,  pp. 1746-1755, Apr. 1995. 

9. U. Madhow “Blind adaptive interference 
suppression for direct-sequence CDMA ,” proc. 
IEEE, vol. 86, pp. 2049-2069, Oct 1998. 

10. D. Gesbert, J. Sorelios and P. Stoica “ Blind 
multiuser MMSE detector for CDMA signals in ISI 
channels,” IEEE Comm. Letters, vol. 3, No. 8, PP 
233-235, Aug. 1999. 

11. X.D. Wang and H.V. Poor “Blind multiuser 
detection: A subspace approach,” IEEE Trans. 
Inform. Theory, vol. 44, No. 4 pp. 677-690, Mar  
1998. 

12. C. Xu, G. Feng and K. S. Kwak “A modified 
constrained constant modulus approach to blind 
adaptive multiuser detection,” IEEE Trans. 
Commun., vol. 49, NO. 9, pp. 1642-1647,sept. 2001. 

 

         
. 

 


