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   Abstract  —  In this research work we look for the 
optimal spectral resolution for speaker authentication in 
quiet and noisy environment, using the speech signal 
(microphonic and telephonic bandwidths). This problem is 
investigated according to several conditions. For this 
purpose, we investigated the effect of the spectral 
resolution in speaker identification performance. During 
this research work, we implemented a statistical approach 
based on second order statistical measures and using the 
normalised Mel-spectral energies (MFSC). 
In order to find the optimal spectral resolution, in 
microphonic and telephonic bandwidth, we tested several 
dimensions for the MFSC vector (Normalised Mel 
energies) ranging from 12 to 60 and several types of 
additive noise (white noise, car noise and racket noise) at 
several SNR ratios. 
Results show that the optimal spectral dimension depends 
on the experimental conditions. So, we noticed the 
importance of the high spectral resolution of 60 
coefficients / 8 kHz for the [0-8 kHz] bandwidth and the 
resolution of 48 coefficients / 8 kHz for the [0.3-3.4 kHz] 
bandwidth (especially in noisy environment), whereas the 
actual works have always favoured resolutions less than 
24 coefficients in such tasks. For example, we note an 
improvement of about 11% in the recognition score, since 
we increase the resolution from 24 to 48 MFSC for the 
telephonic bandwidth.  

Index Terms  —  Speech processing, Speaker recognition 

I. INTRODUCTION 

The vocal expression is a particular characterization for 
the speaker: thus it is possible, in normal conditions, to 
recognise his corresponding talker during a telephonic 
conversation. Speaker characterization is a generic 
term for discriminating between several persons thanks 
to their voices.  
Our task, in this research domain, is to recognise not 
what it is said, but the identity of the speaker who is 
talking, only by his vocal characterizations. It is true 
that we can use several features for this purpose; but the 
real problem, we are interested in, would be the optimal 
resolution to use (features dimension) and the effect of 
noises / bandwidth on this resolution. 
In order to make a judicious choice of the dimension of 
the speaker’s spectral characterization in those 
conditions, we tested several resolutions ranging 
between 12 and 60 spectral coefficients (MFSC) during 
the speech signal analysis.  

Concerning the task of speaker recognition, we choose 
a statistical approach based on 2nd order statistical 
measures [1].  
Moreover, for the evaluation of the robustness of the 
system implemented, we expanded our investigation to 
noisy environments by testing 3 types of noise and with 
different SNR between 0 and 24 dB. 
Finally, the great quantity of results obtained during 
these experiments leads us to several discussions which 
are presented at the end of this paper. 

II. SPEECH DATABASE 

The speech database is extracted from TIMIT [2] and 
FTIMIT [3] corresponding to 37 different speakers. The 
approximate duration of an utterance is 9 s for the 
statistical training and 7s for the test.  
A second investigation is made in noisy environment 
[5] and with three types of noise [4]: - the Gaussian 
white noise (GWN), - the car noise, and - the racket 
noise. 
These noises are added during the training and the test 
[5] at the following rates: 0 dB, 6 dB, 12 dB, 18 dB, 24 
dB. 
Each database is processed with 5 different spectral 
resolutions (size of the filter bank) [6]: 12, 24, 36, 48 
and 60 filters. 
Furthermore, two types of statistical distances are 
tested: µG measure and µGc measure [7]. This difference 
also implies 2 tests and 2 different results. Finally, we 
must recall that the computation of these MFSC 
coefficients is done for each segment of 32 ms by 
applying energy normalisation.  

III. COMPROMISE BETWEEN “LOW SPECTRAL 
RESOLUTION”  AND “HIGH SPECTRAL RESOLUTION”. 

An important question may be asked during the choice 
of the optimal dimension of the speaker’s acoustic 
features. This question is: Is there a relationship 
between the spectral dimension (dimension of the 
MFSC coefficients) and the modelization reliability of 
the speaker’s features ?  
For this purpose, firstly, we tried to investigate several 
3D spectrums obtained with variable spectral 
resolutions in order to find a link between these 
resolutions and the accuracy of the speaker’s spectral 
characterization (figure 1 and 2). 



 

According to these results, we noticed the dependence 
between the MFSC dimension and both the formantic 
envelope and the high-frequency spectrum. This 
dependence allows us to adjust the MFSC dimension in 
order to get a balanced spectral characterization for the 
speaker [8].  
We can easily observe the good formantic envelope in 
the 12 or 24-MFSC curve (fig. 1). But in the other hand, 
we really find more details in the high-frequency part of 
the curve in the case of 48 or 60-MFSC (fig. 2). 
 

 
Fig.1. 3D-Mel spectrum Representation with12 coefficients 

 
Fig. 2. 3D-Mel spectrum Representation with 48 
coefficients 
 
Given the fact that the information contained in the 
formantic envelope are important, we have a great 
interest in reducing the number of the Mel filters, but as 
described in previous investigations the high-frequency 
information can bring an appreciable improvement in 
speaker identification (especially for corrupted speech): 
then, it will be beneficial to introduce the effect of those 
information in the MFSC parameterisation if we want 
to obtain a higher identification quality. This means that 
the filter-bank size should be great.  
However, we must recall that when we use very high 
dimensions we shall deal with two problems: the 
complexity of calculation and the bad modelization of 
the covariance matrix.  Thus, theoretically, the speaker 
characterization needs a balanced compromise between 
low and high spectral resolutions.  

A second question may occur then: What is the optimal 
number of the Mel-spectral coefficients for this task ? 
To answer this question, we performed several practical 
experiments using different filter-bank sizes and with a 
thorough comparison.  

IV. DESCRIPTION OF THE STATISTICAL METHOD OF 
SPEAKER IDENTIFICATION:   SECOND ORDER STATISTICAL 

MEASURES 

Our speaker identification method [5], based on mono-
Gaussian model [9] [7] [1], uses some measures of 
similarity, which are called Second Order Statistical 
Measures (SOSM). These measures are used in order to 
recognise the speaker at each segment of the speech 
signal. 
We recall bellow the most important properties of the 
approach [9] [7] [1]. 
 
Let { } Mttx ≤≤1  be a sequence of M vectors 
resulting from the P-dimensional acoustic analysis of a 
speech signal uttered by speaker x. These vectors are 

summarised by the mean vector x  and the covariance 
matrix X: 
Similarly, for a speech signal uttered by speaker y, a 
sequence of N vectors { } Mtty ≤≤1  can be extracted. 
By assuming that all acoustic vectors extracted from the 
speech signal uttered by speaker x are distributed like a 
Gaussian function, the likelihood of a single vector yt 
uttered by speaker y is 
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If we assume that all vectors yt are independent 
observations, the average log-likelihood of { } Mtty ≤≤1  
can be written as  
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We also define the minus-log-likelihood ),( tyxµ  
which is equivalent to similarity measure between 
vector yt (uttered by y) and the model of speaker x, so 
that 
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We have then: 
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The similarity measure between test utterance 
{ } Mtty ≤≤1  of speaker y and the model of speaker x is 
then 
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After simplifications, we obtain 

1)()()()
)det(
)det(log(1

),(

11 −







−−++−

=

−− xyXxyYXtr
X
Y

P
T

yxµ

(7) 
This measure is equivalent to the standard Gaussian 
likelihood measure (asymmetric µG) defined in [7] [5]. 
A variant of this measure called µGc is deduced from the 

previous one by assuming that xy =  (i.e.  the inter-
speaker variability of the mean vector is negligible).  
Thus, the new formula becomes: 
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In our research work we used the symmetric form of 
this statistical measure: namely the average between 
µ(x,y) and µ(y,x). 

V. RECOGNITION EXPERIMENTS IN QUIET ENVIRONMENT 
(WITHOUT NOISE) 

The first experiment consists in the recognition of 37 
speakers of TIMIT [2] by the SOSM method [7] in a 
quiet environment (without noise). Two cases are 
investigated: the identification in the microphonic 
bandwidth [0-8 kHz] and the identification in the 
telephonic bandwidth: [300-3400 Hz]. The MFSC size 
varies from 12 to 60 coefficients. See figure 3. 
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Fig. 3:  False identification score for the case of quiet 
environment. 

 
� For the 0-8000 Hz bandwidth, the false 

identification score is 5.4% with 12 MFSC and it is 
0% for all other cases (24, 36, 48 et and 60 MFSC) 

which involves a good identification from 24 
channels. 

� For the telephonic bandwidth, the false 
identification score is 56.7% with 12 MFSC, it is 
13.5% with 24 MFSC, it is 8.1% with 36 MFSC, it 
is 2.7% with 48 MFSC and it is 8.1% with 60 
MFSC. Therefore, the size of 48 channels seems to 
be the best one on telephonic bandwidth. 

VI. RECOGNITION EXPERIMENTS IN NOISY 
ENVIRONMENT 

The second investigation consists in identifying all the 
previous speakers, in noisy environment: SNR ranging 
from 0 dB to 18 dB. We used three types of noises [4], 
which are: the Gaussian white noise, the racket noise 
and the car noise; 

A. Observation of the results 

Figures 4 to 6 concern the experiments of speaker 
identification on the microphonic bandwidth [0-8 kHz] 
and figures 7 to 9 concern the experiments of speaker 
identification on the telephonic bandwidth: [300-3400 
Hz]. 
 
The following points are briefly noticed: 
In the audible bandwidth 0-8 kHz, the best scores are 
got with 60 coefficients, which means that the high 
spectral resolution provides more protection against 
noises. 
In the telephonic bandwidth 300-3400 Hz, the best 
scores are got once with 48 coefficients and once with 
60 coefficients. 
In 0-8 kHz, the most disruptive noise is the racket noise 
followed by the white noise and finally the car noise. 
In the telephonic bandwidth the most disruptive noise is 
the racket noise followed by the two other noises. 
In the 0-8 kHz bandwidth, a very strong noise at 0 dB 
causes a devaluation of the identification score for over 
20%, except for the case of the car noise where the 
score remains high (97.3%) even at 0 dB and with 60 
channels. 
In the telephonic bandwidth, the white noise and car 
noise at 0 dB provoke a score devaluation of over 20%. 
Concerning the racket noise, the score devaluation is 
more then 40%, which involves a failure of the 
identification system in this case. 
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Fig. 4.  Recognition scores in noisy environment (white noise), in the 0-8 kHz bandwidth  
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Fig. 5. Recognition scores in noisy environment (racket noise), in the 0-8 kHz bandwidth 
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Fig. 6. Recognition scores in noisy environment (car noise), in the 0-8 kHz bandwidth 
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Fig. 7. Recognition scores in noisy environment (white noise), in the telephonic bandwidth 
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Fig. 8. Recognition scores in noisy environment (racket noise), in the telephonic bandwidth 
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Fig. 9. Recognition scores in noisy environment (car noise), in the telephonic bandwidth 



B.  Discussion and conclusion 

The first conclusion we can deduce is that the high 
spectral resolution provides a lot of information 
characterizing the speaker, which improve the speaker 
recognition especially in noisy environment. Thus the 
60 channels resolution should be an interesting 
resolution for the systems of speaker recognition 
implemented in noisy environment. However, on 
telephonic bandwidth, the optimal resolution should be 
between 48 and 60 channels.  
The second conclusion we can deduce is that the car 
noise is not disruptive in speaker recognition; unlike we 
could think, because of the auditory disturbing 
provoked by this noise. In the other hand, the racket 
noise, which is well filtered by our brain, seems to be 
extremely disruptive in speaker recognition, even more 
disruptive then the white noise. The most probable 
cause of this failure is that the racket noise and the 
speech signal have the same type of features. 

VII. GENERAL CONCLUSION 

Usually, in statistical approaches using spectral 
features, one prefers to use low-resolution dimensions 
(from 12 to 24 coefficients) in the Mel-spectral 
modelization. This low spectral resolution has two 
advantages: a simplification of calculations and a good 
representation of the formantic envelope in the 
spectrum. 
In another hand, when we use high dimensions, we 
shall deal with two problems: the complexity of 
calculation and the bad modelization of the covariance 
matrix. However, given the fact that the high-frequency 
information can enhance the discrimination between the 
speakers, it will be interesting to introduce that by 
rising the spectral resolution. This issue needs to find an 
optimal compromise in speaker characterization.  
During this research work, we have proved the 
importance of high spectral resolutions in speaker 
authentication and we have found that the optimal 
spectral resolution depends on several parameters, 
especially the spectral bandwidth, the SNR and the type 
of noise mixed with the speech signal (if any).   
The experiments done in both noisy and quiet 
environment (white noise, racket and car noise) showed 
that the high spectral resolution provides very important 
information for the speaker and helps recognise him 
more accurately, particularly in noisy environment. 
Again, in the case of noisy environment, the resolution 
of 60 coefficients / 8 kHz seems to be very interesting 
for speaker recognition in the microphonic bandwidth. 
In the other hand, in the [300-3400 Hz] bandwidth, the 
optimal would be 48 coefficients / 8 kHz in  non-noisy 
environment and would be a compromise between the 
two dimensions (48 and 60) when the speech is 
corrupted. We think that this little reduction is caused 
by the limitation of the telephonic filtering which 

rejects the entire part of the spectrum over 3400 Hz and 
which also means a significant loss of the high-
frequency information. 
Finally, we should recall that the results of this research 
work are specific to only one approach of speaker 
recognition; namely the second order statistical 
approach associated with the Mel-spectral 
modelization. And we should not expand these results 
for other approaches used in the same task, without 
redoing the experiments described in this paper.  
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