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Fault tolerant control 
 

Fault tolerant control is one of the most active 
research areas in control theory, because a very 
important property in any control system is to 
perform it task reliably, and every system is 
vulnerable to faults, then if the reliability of the 
system can be preserved even under the faulty 
cases then more trust can be put on these systems. 
The advances in the branches of control theory like 
robust control, adaptive control, optimum control, 
intelligent control, fault detection and diagnosis, 
control reconfiguration and parameter estimation 
make it possible to do a better job in the fault 
tolerant control (FTC) field. Each of these 
branches contributes a lot to solve this problem the 
thing that gives an opportunity for every one in 
these fields to contribute from his side. For that 
reason this becomes very active area 
In this report a tried is made to introduce the 
major parts of this topic, and to give an overview 
of some of the work done in each area then a 
modification for some previous work is introduced, 
and verification of these modifications made 
through a simulation 
Its very important to concentrate on the point that 
the building a Fault tolerant control system (FTCS 
) must take place in all stages s of the system 
design and should be treated by looking at the 
overall picture, then to combine the analysis of 
fault diagnosis and detection (FDD) part side by 
side with the control reconfiguration parts. The 
supervision and the previous analysis of all 
possible faults will make the problem as a 
constrained optimization problem to be solved. 
 
 Key words: fault tolerant control, Fault 
diagnosis, control reconfiguration, state 
estimator, parameter estimator  
 
1-Introduction 
1.1-What is fault tolerant control 
A fault-tolerant control system (FTCS) is a control 
system that possesses the ability to accommodate 
for system faults automatically and to maintain 
overall system stability and acceptable 
performance in the event of component failures [1] 
Typically, a FTCS consists of three parts: a 
reconfigurable controller, fault detection and 

diagnosis (FDD) scheme, and a control law 
reconfiguration mechanism. Key challenges are to 
design: (a) a sufficiently robust controller which is 
reconfigurable, (b) a FDD scheme with high 
sensitivity to faults and low sensitivity to 
disturbances, and (c) a reconfiguration mechanism 
which can recover the pre-fault system 
performance as much as possible. [1] 
The remaining parts of this report are organized as 
follows, section 2 introduce an important concept 
related to FTC, section 3 cover FDD related issues 
and those related to control reconfiguration in 
section 4, section 5 shows a modification on a 
previous work for FDD and combine it with a 
suitable control reconfiguration and the result of 
the made simulation were analyzed, finally a 
conclusion is made for the report 
 
2- Important concepts related to FTC 

 2.1- the concept of redundancy 
The redundancy can be introduced by a relation 
that can be used to produce the same effect of 
some part of the system by using the remainder 
system components. Redundancy analysis is the 
process to see what are the available redundancy in 
the system and their degree and how can we use 
then for fault diagnosis and accommodation, the 
redundancy analysis and design is one of the first 
stages in designing fault tolerant system.  
There two types of redundancy namely physical 
and analytical redundancy. 

2.1.1- physical redundancy 
The traditional engineering approach to achieve 
fault tolerance control in dynamic systems is 
through the use of hardware redundancy e.g. 
redundancy for sensors can be done by putting 
2,3,4..,n sensors and by taking the majority voting. 
For actuators to have standby actuators that will 
replace the faulty one 
This approach constructs redundant physical 
subsystems. However, the additional cost, space 
and complexity of incorporating redundant 
hardware makes this approach unattractive. [2] 

2.2.2- analytical redundancy 
By using state estimator or parameter estimator we 
can generate a value that is very close the real 
fault-free value. Here instead of using physical 



redundant component analytical redundancy can be 
used, it is based on using the model of the system 
(state space, ARMAX, transfer function) to try to 
predict the output (or the state) according to this 
input this prediction can be treated as a redundancy 
in the system. In aeronautical applications, there 
has been an increasing tendency to not substitute 
physical redundancy entirely by the analytical 
alternative, but to suppress some index of 
redundancy e.g. in sensor faults the analytically-
derived signal can be used instead of the impaired 
sensor signal, perhaps under limited authority. [3] 
The success of the analytical redundancy approach 
is heavily dependent on the quality of models [2]. 
But in some situation the use of the analytical 
redundancy is not sufficient to get the required 
result so the physical redundancy should be used, 
and also a combination of them may also be 
applicable 

2.2.3- how to measure the redundancy 
It will be very helpful if we can find a way to 
measure the available redundancy in the system, 
then in cases of faults this information can be used 
to know what other components that can be 
modified to regain the pre-fault situation. 
In [4] the author uses the eigenvalues of the 
product of the controllability and observability 
Gramiuans to check the ability to configure the 
system in case of faults by checking the least 
positive value σmin and the effect in the change in 
each system parameter in this value to detect what 
he calls reconfigurability which indicate the ability 
to reconfigure the remaining system to regain the 
normal operation. 

2.2- sensor placement  
In some cases after making the redundancy 
analysis it may be found that if an additional sensor 
in a specific place is added it will give very helpful 
information then we have to select the best place a 
sensor to detect the as more fault as we can e.g. in 
closed loop according to [10] by using the concept 
of Bode sensitivity the authors found that by taking 
the command from the controller more valuable 
information can be got than those from the output 
signal. 
 
3- Fault Detection and diagnosis "FDD" 
 3.1- Concepts of FDD 
The fault detection and Diagnosis FDD is a part of 
the system that is responsible of the detection of 

the occurrence of any fault then to determine in 
which component the fault is and finally the 
magnitude of the fault, its components are shown 
in figure 1 

 
Figure1 FDD system 

According to these points we can divide the FDD 
task into three parts: fault detection, isolation and 
estimation 
 3.1.1- fault detection 
There are many ways to detect the fault, but the 
most common way is to use analytical redundancy 
to produce the expected output (or state) then to 
compare this value with the actual one, if the 
difference "called residual" exceeds a predefined 
threshold then a fault will be declared. This 
threshold depends on the noise level in the system 
e.g. if the noise is Gaussian noise with zero and 
variance σ then to get threshold with probability of 
error 10-4 then we have to look at the probability 
distribution of this Gaussian noise and what is the 
value above which the noise has the probability of 
10-4 this value will be our threshold. The way to 
put threshold may form a weak point in the 
detection of a fault according to [6], also the 
threshold value could vary with time according to 
value of input signal as shown in figure 2 

 
Figure 2 variable threshold 

 3.1.2- fault isolation 
The objective here is to isolate faults. This is 
achieved by generating structured residuals 
sensitive to certain faults and insensitive to others 
[5]. Here we can use state, parameter or parity 
estimators to isolate the faults: 
 



 3.1.3- fault estimation 
After the fault is isolated in a set of component  
(or in a single component) the next step is to 
estimate the value of this fault by checking the 
values or the statistical properties of the generated 
residuals 
 3.2-robustness of FDI 
When designing FDI it should be sensitive to faults 
but not for disturbances noise model mismatch, 
this can be obtained by e.g. designing a good 
Kalman gain, using good identification methods  
The fault estimation problem use the ideas of the 
robust control optimization and fault estimation 
designs are best combined for example using H∞ 
optimization. [3]  

3.3- types of FDI 
 3.3.1- Model based 
Here the FDI will use a model for the system to 
generate a prediction for the signals or to estimate 
the parameter to be compared with the real values 
and detect any fault, then the model of the system 
dynamics will give additional source of 
information (over the inputs and outputs) which 
will help for fault diagnosis, of course the model 
must be accurate to give good results, most of the 
FDI systems are based on this type, generally state 
and parameters estimator are commonly used: 

3.3.1.1- state estimators 
The basic idea here is to build an observer that 
contain a mathematical model of the system, by 
taking the input signal an then calculate the state 
values according to the model [13] the model 
here is either discrete time system or disceretized 
continuous system to use the algorithm in 
computer for estimation.(Figure 3) 

 
Figure 3 state estimator 

Here the estimated state ][ˆ KxA  "using Kalman 
filter" is given by: 
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][ke  is the state estimation error ][kw  is the 
disturbance ][kv is the measurement noise, 
squaring both side and taking the mean 
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∑ ee
the covariance of the state estimation error 

∑ww
the covariance of the plant disturbances 

∑ vv
the covariance of the measurements noise  

Then by taking the first order variance we find 
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By solving (1) and (2) we can find ∑ee
and g . Then 

by calculating ][ke we can detect the fault, when 
there is no fault ][ke will be close to zero and its 
value will be due to noise, but in the case of fault 
the value of ][ke will be considerably high because 
the parameter that produced ][kx  is different from 
those which produced ][ˆ kx  
 3.3.1.2- parameter estimators 
Another way for fault detection and residual 
generation is to use identification methods to make 
estimation for the system parameters and compare 
there estimate with nominal parameters if there is 
some fault then the estimate will be different from 
the nominal one and a residual will be generated 
figure 4 e.g. in [7]  
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][ky  is the output ][ku  is the input *θ is the system 
parameters. Then the RLS technique is used to 
make parameter estimation on line  
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Figure 4 parameter estimator 

The key issue of this technique is to ensure the 
convergence of the result, in [7] the author 
discussed this issue and he show that it will 
convergence rate is 1/k.  
In the presence of noise the estimator may be 
biased (due to inaccurate identification method) so 
to avoid false fault detection this bias must be 
compensated by e.g. adjust the threshold or other 
similar techniques here the residual will represent 
fault detection isolation and estimation. This 
approach may take long time to get consistent 
estimation for the parameter specially if the 
number of parameter is large and its required an 
input signal with specific degree of persistence 
excitation the thing that may not be available with 
the input signal, one way to overcome this is by 
superimpose perturbation signals with the input 
that is persistently exciting enough, However, in 
many practical applications, it is will not be 
acceptable to apply additional perturbation signals. 
Of course a combination of state and parameter 
estimator could be used to get the advantages of 
each one. To solve these problems there is a new 
approach which will give faster result which is 
more accurate its called variable length sliding 
window block-wise least squares VLSWBLS[11], 
here instead of using RLS a every time a block of 
input output set "data from the time k-L up to 
current time k" will be used to calculate the least 
squares LS estimate of the parameter, and when a 
new set of data becomes available it will replace 

one from the old block, in this way it has better 
noise suppression ability than RLS, then if a fault 
is detected the block size will shrink to zero to 
discard all the old data "which does not have any 
information about the faulty parameter" and the 
block will start to expand containing only the post-
fault information which will give better estimation. 
This procedure will give faster convergence, and 
after some modification (by using instrumental 
variables method) can be used for white and 
colored noised this could be very helpful if 
combined with state estimator method  
 
4- Control reconfiguration for FTC 
In FTC Control reconfiguration process is to 
redesign the controller by changing the gains for 
the actuators, to use estimators for the output or to 
combine input in such a way that will compensate 
(at least partially) the fault effect, by looking to the 
eigenvalues the stability or the validity of the 
operating points or the performance availability 
safety reliability figure 5 

 
Figure 5 FTC system 

 4.1- Concepts  
In [8] and the [14] there are shown different ways 
to analyze the effect of fault in system that have 
multi subsystems interconnected and forming a 
larger system, then the FTC should deal with the 
effect of faults in each subsystems and then the 
effect of this fault in the other subsystems, they 
call it fault propagation analysis, also its very 
important to analyze the redundancy in the system 
e.g. in [15] they use graphical method obtained 
from the system equation to find the possible 
redundancy in the system, in [4] and also the 
method mentioned earlier by checking the 
eigenvalue of the product of the controllability and 
observability  Gramians  
 4.2- control reconfiguration 
Before discussing control reconfiguration its 
important to show that FTC systems can be divided 
into active and passive FTC, in passive FTC there 



is no FDI or control reconfiguration, not like the 
case in active FTC which is build on thses two 
components. Here an overview of passive and 
active FTC is given: 
 4.2.1- passive FTC 
Here the robust control techniques are used to 
make the system robust against some faults [7]. A 
passive fault tolerant control system is a control 
system designed to tolerate system component 
failures with acceptable performance degradation, 
without changing the control strategy or 
parameters. One of the advantages of properly 
designed passive FTCS is that the robustness 
against component failures has already been built 
into the system. In other words, the fault scenarios 
have already been taken into account at the 
controller design stage. However, the design 
procedure for such controllers is often more 
involved because the control system has to perform 
satisfactorily not only during normal system 
operation but also under various component 
failures. 
In general, passive fault-tolerant control does not 
involve the joint estimation of control and fault 
signals. However, in many practical situations, the 
use of robust control alone to achieve fault 
tolerance may be quite a risky thing to do. As a 
non-intelligent controller, without the use of 
diagnostic information and with no knowledge of 
fault occurrence - where and how serious the fault 
is – the passive system will have a very limited 
fault-tolerance capability. Basically, the passive 
controller will reject the fault only if can be de-
sensitized to the fault effect just as if it were a 
source of modeling uncertainty [3]. 
 4.2.2- active FTC 
In contrast to the passive FTC here the fault 
tolerance is not build in the controller but it 
depends on the following steps 

- To detect isolate and estimate the fault value 
- To use these information to modify the 
system (in most cases the controller) in a way 
that will give acceptable result 

The main ideas here are 
-how to build robust FDD system 
-how to reconfigure your design in a way that will 
preserve the stability of the system 
-how to combine control reconfiguration and FDD 
-how to do all that in a short and acceptable time 
period [7]. 

In most cases the researchers are concentrating in 
dealing with first two points separately and the 
efforts now is to try to deal with the combination 
of both of them Here are some examples of the 
most used techniques for the control 
reconfiguration which can be used for active FTC 

4.2.2.1- pseudo-inverse method (PIM) 
The goal of Pseudo Inverse Method is to find 
controller feedback gain which would minimize 
the difference between the closed-loop dynamics 
of the nominal and faulty systems.  
To explain the idea of this method let a system has 
state feedback like  

)()( tKxtu =  
Then when a fault occurred the system will be 

)()()( tuBtxAtx ff +=&   
Therefore, in order to recover the nominal system 
performance, it is highly desirable that the 
reconfigured closed-loop system matrix after 
reconfiguration be the same as that of the nominal 
system, i.e. 

BKAKBA rff +=+  
In this method the approximate solution is 

)( BKAABK ffr +−= +  
This selection will minimize the following criteria 

)()( BKAKBAJ rff +−+=  
One of the advantages of this method is its 
simplicity in calculating the reconfigurable control 
law, however this method could not ensure 
stability, some research tried to improved the 
method by dealing with it as a constrained 
optimization problem, constraints must be put so as 
to stabilize the eigenvalues of the failed system [9], 
but in many situation this constrains will be very 
restrictive for practical use [7], also there is an 
assumption in this method that perfect information 
on post-fault system is available. In other words, 
such a method is only for the controller redesign 
based on known failure information. 
 4.2.2.2- model following 
In this method we want the fault system states to 
follow the nominal system then if the nominal 
system is 

)()()( tuBtxAtx mmmmm +=&  
Then the structure of the reconfigured system is as 
shown in figure 6 



 
Figure 6 model following 

The value of )(te  which is the error in the states 
is
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Then Ke should be selected to make the eigenvalue 
of the above equation stable then as 

∞→→→ tastxtxorte m )()(0)(  
By this way the difference between the normal 
state mx  and faulty state will be bounded and the 
system will be BIBO stable as long as the normal 
system is stable  
Model following can grantee the complete 
recovery of the system stability and partially 
recovery of the performance [7]. 

4.2.2.3- Eigen-structure assignment 
The main idea here is to recover the system 
eigenvalues and eigenvectors. This method not 
only guarantees the stability of the reconfigured 
system by recovering the system eigenvalues, but 
also recovers the system performance to the 
maximum extent by placing the eigenvectors as 
close to those of the original system as possible. 
Then suppose the nominal closed loop system is  

)()()( 0 txBKAtx +=&  
And the faulty system is 

)()()( txKBAtx fff +=& Here fK is to selected to 
place the eigenvalue of the faulty system as close 
as possible to the nominal one 

{ } { } { }0,...,2,1, BKAniKBA ifff +===+ λλλ  Also 
the fK should make the eigenvector of the faulty 
system as close as possible to those of the nominal 
one then 
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It is clear that the main advantage of this method 
over the PIM and the mode1 following method is 
that it can guarantee the complete recovery of the 
system stability and partially recovery of the 
system performance.  
However, this method also requires that the post-
fault system information is known or provided by a 
perfect FDI scheme [7]. Also The effects of non-
matching of eigenvectors to that of in nominal 
condition were not explained [9] 
 4.2.2.4- artificial intelligence 
Since active FTCS involve real-time FDI and 
controller reconfiguration, it appears to possess 
certain degree of intelligence. Therefore, such 
types of systems can use intelligent control systems 
[7]. Here by using artificial intelligence and fuzzy 
logic to keep some previous knowledge about the 
fault, and to use neural network for the recognition 
of the fault, FTC can be build, e.g. when we deal 
with nonlinear and\or system without valid model 
the use of these technique will be very helpful. 
 
5- Simulation 
 5.1- The system 
The discussion here will be about the use extended 
Kalman filter [12] and [13] with some modification 
to detect and isolate possible faults in the actuators 
then to use identification techniques to identify the 
value of the fault  
 5.1.1- The model 
The system has the following state space 
representation " taken from [16] with some 
modification" 
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][kx  is the state variable vector nx1 here n=3, A is 
the state matrix nxn, B  is the actuator matrix nxp 
here p=2, ][ku  is the input vector px1, ][kw  is 
system disturbances white noise with zero mean 
and variance λw, ][ky  is measured output qx1 q=2, 
C  is the sensor matrix qxn, ][kv  is the 
measurements noise white noise mean = zero with 
variance λv 
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In this example λw=0.1 and λv =0.01 
The input is used as unit step u1=2 u2=1 
 5.1.2- possible faults 
Here the concentration is more on the actuator 
faults than sensors faults, for sensors case similar 
approach can be done. The actuator fault can be 
represented by a factor γaj which is multiplied by 
the actuator corresponding column e.g. if a fault 
happened in the second actuator then the actuator 
matrix will be 
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If γ=1 then there is no fault if γ=0 there is a 
complete failure if 0<γ<1 then there is a partial fail 
if γ=K/u2 this is a way to simulate a state of 
blocked actuator in a state that doesn't respond to 
the actuator input 
Similarly we can represent the faults in the sensors 
by γsi then a fault in the first sensors will be 
represented by 
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5.2- Kalman filter and the extended 
Kalman filter 

In this example state estimator is used for fault 
detection and isolation because according to many 
paper e.g. [7] the state estimator always gives fast 
fault detection and by using the concept of 
extended Kalman filter in [12] and [13] fast fault 
isolation can be got, their idea is used here with 
some modification, then because state estimation 
suffer from slow fault identification, we can get 

benefit of the parameters estimation techniques to 
identify the fault faster. 
 5.2.2- extended Kalman filtering 
In [13] and [12] they used the Kalman filter to 
detect isolate and identify the faults, here the same 
concept is used but with some modification 
According to [12] and [13] the matrix g "equation 
(1) and (2) " is to be selected in a way that it will 
be insensitive to specific fault group, here g is to be 
selected to isolate only one fault then for each 
expected fault its required to make a Kalman filter. 
Generally to detect and isolate a fault that could 
take place in the ith actuator (which is represented 
by the parameters in the ith column in the B matrix) 
two hypothetical matrices have to be formed 
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It's very clear that B=Binci+Bexci and if there is a 
fault in the ith actuator so that the bi column 
become γai bi then Bf (which is the value of B after 
the fault) can be written as Bf=Binci+ γai Bexci 
Then the selection of gi to detect and isolate a fault 
in bi should satisfy "as what will be explained 
latter": exciexciiexcii BCBgorBCgI ==− 0)(  
To get gi that satisfy this equation according to 
[13] and [12] then C should has a rank at least 
equals to the rank of Bexci but here the rank of Bexci 
is 1 because all the columns are zero except one 
then any nonzero C will satisfy the equation 
The equation  

0)(
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Here K  in n x n matrix then here is infinite 
number K's that satisfy the equation and this imply 
infinite number of gi matrices, one should notice 
that we have to select gi that will make the 
eigenvalues of the matrix ACgI i )( −  as small as  
possible to make the error in the state estimation 
"as what will be shown latter" decay very fast to 
reduce the effect of the error between the estimated 
and real state values also the value of gi should 



reduce the effect of w and v in the estimation error. 
In [12] the author used the error between the real 
and the estimated parameter to detect and identify 
the fault, but here we are not going to use e[k] to 
detect, isolate and estimate the fault then the 
requirement in gi is just to detect and isolate not 
like [12] who use e[k] to estimate the fault then 
any acceptable gi can be used 
 5.2.3-1 the detection and isolation 
In many papers [12] [7] they uses e[k] to make 
both the fault detection isolation and estimation but 

][kx  can not always measured then to get ][ke  is 
possible in simulation but in real systems we can 
use only the values of xanduy ˆ  to make the 
fault detection and isolation here these values will 
be used to detect and isolate the faults. An 
illustrative example is given here; to detect a fault 
in the ith actuator first estimation for ][kx  is made 
by using inciB  only and ignoring the noise (for 
simplicity) then 
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by suitable selection of ig  any difference due to 
the initial condition will decay and after some time 

][]/[ˆ kxkkx ≈  then by checking the value of 
]1/1[ˆ]1[ ++−+ kkxCky  this value will be random 

value with zero mean because of w[k] and v[k] but 
with using acceptable ig  and )( CgI i− this value 
will be very small and by selecting a suitable 
threshold this value can be used for fault detection 
and isolation. The idea here is if there is any fault 
in the ith actuator the value 

]1/1[ˆ]1[ ++−+ kkxCky  will not be affected to see 
this suppose there is a fault in the ith actuator then: 
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But this filter will be sensitive to any change in 
other actuators e.g. if a fault occurred in the jth 
actuator (j≠i) then 
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By this way ig  will be insensitive to any fault in ith 
actuator but it will be sensitive to any other 
actuator fault, by this way if a filter is used for 
each fault then when a fault occurred all of these 
filters will produce a residual except one, a result 
of this is shown in the simulation results  

5.2.3.2- the estimation 
Because the uses of residual generated by the state 
estimators are at high extend affected by the noise 
and they will give the fault estimation indirectly, 
this way required a long time to get consistent 
estimation of the fault [7] then for the fault 
estimation can be made using parameter



estimation techniques. Here the problems that 
face using parameter estimation for FDD is 
solved by combining parameters and states 
estimators because already the state estimator 
made the fault detection and isolation and we 
are about to estimate it, then if a filter is used to 
isolate only one fault then any signal with 
persistence excitation of degree more than one 
(which is the case in almost all the input 
signals) will do the job, then we can use the 
parameter estimation techniques to identify the 
fault by treating the other parameter as 
constants 
A very important point here is that in most 
papers they deal only with a multiplicative fault 
which is represented by multiplying the system 
parameters by a factor but there are other types 
of fault which were discussed earlier then we 
have to check the following values: 
1- The value of bi (if a fault in the ith actuator is 
detected and isolated) then if the estimation of 
this value gives a value that can be represented 
by γaibi this is a multiplicative fault with this 
effect 
2- The value of bi*ui if this amount is always 
fixed then the fault represented by blocked 
open then in this case whatever the value of ui 
the output from the actuator will be always the 
same 

5.2.3.3- the limits of the procedure 
-it required a linear (or linearized model) which 
is not working for systems that don’t have a 
valid linear model  
-the system must be able to tolerate some time 
of less performance before losing its stability or 
linearity because there is no way to get fault 
diagnosis in no time some time even if very 
small is required to get a valuable information  
-this procedure is helpful only for a fault in the 
actuators and the sensors. 
- its valid only to detect and isolate one fault at 
a time.  
 5.3- control reconfiguration  
Here after getting the information about the 
fault from the FDI and this information 
contains 
1-where did the fault happened 
2-the type of the fault (Block open, blocked 
closed or some deviation)  
3- A value of the fault in improving manner.  

The third point is very important because we 
can not wait until the fault estimator get a 
consistent estimation of the fault, then we want 
to use the available information, but with a 
degree of uncertainty e.g. in [7] the author 
gives a way to get early estimation for the fault 
value plus limit in which this value can vary 
within, then by this way the FTC should use 
this information to preserve the most important 
properties The proposal here is to make the 
change in the input signals in case of actuator 
fault and to use the estimated state to generate 
the correct output in the sensor fault case then 
the effect of sensor fault in term of 
reconfiguration is not a big problem like the 
actuator one. So our concentration here will be 
toward faults in actuator 
The proposed method is like this 

- if the fault is multiplicative fault like γaibi 
and we can multiply the corresponding 
input by 1/ γai,  and the actuator will not 
saturate then just to take real input ui and 
multiply it by 1/ γai , by this way the 
normal situation will be preserved 

- if the fault is block fault (Blocked open or 
Blocked closed) or the fault is 
multiplicative fault like γaibi and the value 
of  u*(1/ γai) will saturate the actuator 
then we have to make a reconfiguration 
which will be described next. 

for illustration a system with three inputs p=3 
three states n=3 and the fault occurred in the 
second actuator will be used: 
The old system was 
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and the new system will be
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the values of iu  i=1,2,3 can be selected in 
different ways and this is the general form. 
Normally the number of states will be greater 
the number of input then the number of 
equations will be more than the number of 



variables then pseudo-inverse can be used for 
the solution. 
one possible selection is to make 
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One approach is every time the values of u1,u2 
and u3 are got the values of 321, uanduu  will 
be calculate on line to give a closer result as the 
nominal one according to the system 
requirement  
If the system can not tolerate delay in the 
response then the system could be made by 
combining the inputs that can have similar 
effects (redundant) like:  
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Then we have to solve the equations 
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Here because there is no fault related to u1 and 
u3 then they will not be affected, u2 will be 
multiply by a factor that will give maximum 
allowed value in gain of the actuator without 
enter to the saturation mode 12α  and 32α  
should be selected in away based on 
optimization analysis to give from the three 
equation the optimal solution based on some 
constrains and this analysis is to take place in 
the design stage that the value of 12α  and 32α  
are put in equations that relate the fault value to 
the required modification e.g. to take the least 
squares then the solution should be  
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In the case of blocked closed or blocked open 
then the same procedure will be used but the 
middle columns of the B matrix will be zero 

and the fixed amount is to added for each 
equation 
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Theses analysis is based on open loop case for 
closed loop the modification values of ijα  will 
be the gains of the feedback then these value 
will affect the eigenvalues of the system then 
the use of PIM model following or eigenvalue 
structure with  optimization can be used 
 5.4- the simulation 
 5.4.1- the assumed faults 
Here we made a simulation for the above 
mentioned system, first the ability of the 
system with g1 to isolate a fault in the first 
actuator is shown in figure 7, the residual for 
fault in the 1st actuator by using g1 and the 
residual for fault in the 2nd actuator by using g1 
and the it is very obvious that first case is not 
affected at all and the signal is just due to the 
noise but in the second figure 8 case a very 
clear bias is got. 
To test the FTC system in figure 9 the effect of 
the fault in the system performance in case of 
fault in b2 without any reconfiguration, this 
fault occurred at t=100 with factor 0.15, in 
figure 10 is the outputs y1 y2 for the case in 
which we assume that the parameters can be 
modified without reaching the saturation mode 
here we notice due to inconsistent estimation in 
the first period immediately after the fault there 
a deviation in the output finally in figure 11 in 
a case that the input cannot be modified 
without getting to the saturation mode of the 
actuator then we tried to get the best result here 
y2 is got exactly not like the case of y1 which is 
deteriorated by an amount which may 
acceptable or not according to the system 
requirements  

5.4.2- the result 
The following figures shows the result of the 
simulation result, the simulation is made by 
Matlab using the previous model, here we 
check the isolation of the fault in the first 
actuator, and the reconfiguration of a fault in 
the second actuator  



 

    
Figure 7 residual g1 when there is a change by  factor 

0.15 in b1 y1 (top) and y2 (bottom) 

  

 
Figure 8 residual g1 when there is a change by  factor 

0.15 in b2 y1 (top) and y2 (bottom) 

 
Figure 9(TOP) 

 
Figure 9 y1 (top) and y2 (bottom) after the fault without 

reconfiguration 

 

 
Figure 10 y1 (top) and y2 (bottom) with modifying b2 

without saturation 

 
Figure11(TOP) 



   
Figure11 y1 (top) and y2 (bottom) after modification but 

with saturated b2 
  

6-Conclusion 
This report is an explanation of the basic 
concepts, active fields and methods that are 
required to make fault tolerant control system, 
to make FTCS its required extensive analysis 
about the requirement from the FTCS and the 
available information and redundancy of the 
system, for how much performance 
degradation is acceptable in the system and 
how much delay in response for the fault is 
tolerated, the faults cause effect analysis with 
quantitative demonstration, FDD analysis 
according  to the availability of the model in its 
accuracy and not to forget the rule of the 
experts in this part, to make control 
reconfiguration also the basic requirements 
must be determined and to be put in an order 
according to their importance, the link between 
FDD and control reconfiguration in term of 
accuracy of the result and the time delay must 
be analyzed to get the acceptable area. Also a 
modification of using extended constrained 
Kalman filtering plus parameter estimation 
techniques are used for FDD, a reconfiguration 
procedure by updating the way by which the 
input enter the system is also given. 
This field is very active but its application 
dependent then the better understanding of the 
system and its requirement the better result we 
can get. So it is expected that the research in 
this field will continue actively in the coming 
years. 
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