BIBO Stability of LTI Systems from the Transfer Function Description  

The transfer function is the Laplace transform of the impulse response. If a LTI system is described by a real-rational transfer function then the impulse response consists of exponentials and polynomials in t multiplied by exponentials (in t).

Therefore, absolute integrability of the impulse response can be deduced from the transfer function poles.

Theorem:
Let G(s) be the transfer function of a LTI system. If G(s) is a proper, real rational transfer function then the LTI system is BIBO stable if and only if all poles of every entry of G(s) is in the left half of the complex plane.

Corollary:   A linear time-invariant system described by 
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 for some constant k.

Proof :
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if and only if


[image: image6.wmf]      

)

(

0

¥

<

ò

¥

s

s

d

G











Q. E. D.

Remark:  Since G(t) is the system’s impulse response, the Corollary states that a LTI system is BIBO stable if and only if its impulse response is absolutely integrable.

Stability of State Space Systems

Consider the system
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We will discuss two notion of stability:

1. Input-Output stability (Zero State)

2. Internal Stability (Zero Input)

Input Output Stability 
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System is viewed as an input-output map G.

G(s) = C(sI-A)-1B+D

This system is BIBO stable if and only if all the poles of the entries of G(s) have negative real parts.

Equivalently, the system is BIBO stable if and only if:  every entry in the impulse response matrix is absolutely integrable , i. e.

If
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then
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Internal Stability:

The response of the system
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to the initial condition xo and zero input is given by:

x(t) = eAtxo

The system is defined to be internally stable if 

x(t)             0 

as t                ∞ for any initial condition x(0) = xo.

Under what conditions will the system be internally stable?

x(t) = Q eJt Q-1
xo

where
A = Q J Q-1
and 
J 
is in Jordan form.

Clearly,
x(t)               0
for every initial condition if and only if all eigenvalues of A have negative real parts.

How are the two notations related?

Does internal stability                        BIBO stability?

Does BIBO stability                        internal stability?

We address the first question and the two questions simultaneously.

Recall that: BIBI stability is related to the poles of G(s)

Internal stability is related to the eigenvalues of A

When are the poles of G(s) the same as the eigenvalues of A?

G(s) = C(sI – A)-1B + D
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Therefore all the poles of G(s) are roots of the polynomial det(sI –A), i.e. every pole of G(s) is an eigenvalue of A.

Thus, we have an answer to the first question.

If the eigenvalues of A are in the left – half plane (i.e. if internal stability) then the poles of G(s) will be in the left – half plane as well(BIBO stability)

What about the other direction? 

Is every eigenvalue of A a pole of G(s)?

NO!

Example:
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The eigenvalue  1 is not a pole G(s).  

Therefore the system is BIBO stable, but not internally stable.

Lyapunov’s Theorem

We will introduce a new method for checking that the system matrix A has all its roots in the left-half of the complex plane.

This method is tied to Lyapunov’s stability theory, which is most effective for showing stability for nonlinear systems. 

First, we define some matrix properties.

Definition: A symmetric n × n P is said to be Positive Semi-definite if 
xT P x ≥ 0   
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 x Є Rn.

P is said to be Positive definite if 
xT P x > 0   
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 x Є Rn, x ≠ 0.

Facts: Let P be a symmetric matrix. Than

1. All eigenvalues of P are real.

2. P is positive definite iff all eigenvalues of P are positive.

3.  If P is positive definite, then x* P x > 0   all nonzero  x Є Cn.

4. There exists a unitary matrix U (i.e. UT = U-1) which diagonalizes P, i.e. 

P = U D UT 
where D is diagonal.

5. If P is positive definite, P can be expressed as 

P =RT R where R is nonsingular.

Remark: Not that (5) follows from (2) and (4) above.

To see this , write P = U D UT using (4)

Since D is diagonal and all the elements of D are positive. We can write D = D½D½ 
where 
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Now take R = D½ UT.

� EMBED Equation.3  ���
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