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1

 INTRODUCTION OF WIRELESS SENSOR NETWORK

1.1 Introduction

A wireless sensor network (WSN) is a wireless network that consists of distributed sensor nodes that monitor specific physical or environmental events or phenomena, such as temperature, sound, vibration, pressure, or motion, at different locations [2]. The first development of WSN was first motivated by military purposes in order to do battlefield surveillance. Nowadays, new technologies have reduced the size, cost and power of these sensor nodes besides the development of wireless interfaces making the WSN one of the hottest topics of wireless communication [4-5]. 

There are four basic components in any WSN: (1) a group of distributed sensor nodes; (2) an interconnecting wireless network; (3) a gathering-information base station(Sink); (4) a set of computing devices at the base station (or beyond) to interpret and analyze the received data from the nodes; sometimes the computing is done through the network itself [2].
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Fig.1

Sensor nodes, as mention earlier, are low-cost and low-power devices used to accumulate the desired data and forward it to the base station. A sensor node is composed of four parts as shown in Fig.2, the nodes are equipped with a sensing unit, a radio transceiver or other wireless communications device, a small microcontroller, and an energy source, usually a battery, some sensor nodes have an additional memory component[5]. 
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Fig.2
Functionality of sensor nodes lies behind the ability of the node to either being the source of the data (i.e. senses the event) then transmits it, or just being a pure transceiver that received data from other sources then forwards it to other nodes in order to reach the base station. Actually, this functionality depends on the network architecture that depends in turn on the application. Fig.3 shows different available sensor nodes in the market followed by Table1 showing the specifications for each node[3].
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Fig.3
List of sensor nondes
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Table 1

The size of a single sensor node can vary from shoebox-sized nodes to the size of a dust. The cost of sensor nodes is similarly variable, ranging from hundreds of dollars to a few cents, depending on the size of the sensor network and the complexity of individual sensor nodes[5].
1.2   Basic wireless sensor network technology

The WSN has many features helping the technology to be deployed in real life application as soon as possible even though these feature differ depending on the technology, here is a list of them[1];

· A very large number of nodes, often in the order of thousands

· Asymmetric flow of information, from sensor nodes to a command node

· Communications are triggered by events

· At each node there is a limited amount of energy which in many applications is impossible to replace
· Low cost, size, and weight per node
· More use of broadcast communications instead of point-to-point

· Nodes do not have a global ID such as an IP number
· The security, both physical and at the communication level, is more limited than conventional wireless networks 
       The network architecture depends on the application deploying WSN. For example, some nodes 

       are connected directly to the sink without passing through other nodes (1-hop layer). Other layers                  
might go through other nodes to forward the data to the sink. Fig.4 shows these different layers[3].
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Fig.4

Designing WSN faces many challenges, some of them regarding power consumption which must be kept as minimum as possible to extend the life of the network. Also, taking into consideration the hardware and software constraints such as sensors, location finding system, antenna, power amplifier, modulation, etc[3].

This report focuses on the basic WSN technology and supporting protocols. Next section deals with the physical layer issues such as radio-frequency bands. Third section extends the OSI layers by including the data link layer protocols and services. Next, routing protocols are discussed. The last layer is transport layer that is explained in the section 4. Finally, section 5 covers the current applications and future developments of WSN.  
2
 Physical layer; protocols, services and specifications


Physical layer is responsible for the establishment, maintenance and termination of physical connections between communicating devices. Also, transmits and receives a stream of bits and no data recognition at the physical layer. More important is that operation is controlled by protocols that define the electrical, mechanical, and procedural specifications for data transmission. In this section, different subjects will be discussed, such as Modulation type, Frequency bands used in WSN, Signal processing, sensing and the protocols controlling all of these.

2.1  Communication channel

Sensor nodes make use of ISM (Industrial, Scientific and Medical) radio bands which gives free radio, huge spectrum allocation and global availability. The various choices of wireless transmission media are Radio Frequency, Optical Communication (Laser) and Infrared. Laser requires less energy, but needs light of sight for communication. Infrared like laser, needs no antenna but is limited in its broadcasting capacity. Radio Frequency (RF) based communication is the most appropriate to most of the WSN applications. WSN’s use the communication frequencies between about 433 MHz and 2.4 GHz. The functionality of both transmitter and receiver are combined into a single device know as mentioned before as transceiver are used in sensor nodes.The operational states are Transmit, Receive, Idle and Sleep[2-4].
As indicated previously that WSN use the RF communication, it is an easy job to use the available wireless technologies such as Zigbee, Wi-Fi or 3G. This means that there is no worry about the fundamental aspects of Modulation. A basic technique used in wireless communication is phase-shift keying (PSK), where many different schemes of PSK are used such as Multiple PSK (M-PSK) or Binary PSK (BPSK). Anyway, in PSK the frequency and amplitude of the carrying signal are kept constant, where logic 1 is represented by (-phase shift and logic 0 is represented by 0-phase shift [3].

There have been studies to reduce the energy dissipation by selecting the appropriate modulation scheme, for different schemes, the bit error rate (BER) is characterized b the ratio of the energy per bit to the noise power spectral density as shown in Fig.5.
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Fig.5
Energy consumption minimization is an important when designing the physical layer for WSN in addition to the usual effects such as scattering, shadowing, reflection, diffraction, multipath, and fading[3]. 
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Fig.6 

Radio Model – Energy Consumption
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Where;

ETC =
energy used by the transmitter circuitry  ; 
ETA =
energy required by the transmitter amplifier to achieve an acceptable signal to noise ratio or at the receiver
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And; eTC, eTA, and eRC are hardware dependent parameters.

Figure7 shows the different power consumption in the different components of the sensor node[5].
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Fig.7

Ultra Wideband (UWB) is a radio technology that can be used at very low energy levels for short-range high-bandwidth (>500MHz) communications by using a large portion of the radio spectrum. A difference between traditional radio transmissions and UWB radio transmissions is that traditional systems transmit information by varying the power level, frequency, or phase of a sinusoidal wave. UWB transmissions transmit information by generating radio energy at specific time instants and occupying large bandwidth thus enabling a pulse-position or time-modulation. Finally, Pulse-UWB systems have been demonstrated at channel pulse rates more than 1.3 giga-pulses per second using a continuous stream of UWB pulses (Continuous Pulse UWB or "C-UWB"), supporting forward error correction encoded data rates in excess of 675 Mbit/s.[4] 

2.2  Available WSN Protocols

As stated before that WSN uses the free ISM bands, this may affect the performance of the channel due to the interference that may occur. For example, microwave ovens using frequenc of 2.45MHz may overwhelm many WSN in the 2.4MHz. Anyway, IEEE protocols are broadly used and are mostly implemented in WSN technology. There are several WSN protocols; the most widely used are 1) IEEE 802.11 a/b/g/n; 2) IEEE 802.15.4 (ZigBee); 3) IEEE 802.15.1 (Bluetooth). The data rate differs from one protocol to another. [2]

IEEE 802.15.1 (Bluetooth)    

Bluetooth is a wireless protocol for short-range RF bands, designed for small variety of tasks, such as synchronization. There are two versions of Bluetooth, Bluetooth1.2 with a maximum data rate of 1Mbps. The newest version is Bluetooth2.0 and its maximum data rate is 3Mbps.

IEEE 802.11 (WLAN)
This is a well-known protocols with different versions each with its own applications. 

1) High-bandwidth context (VoIP) uses IEEE 802.11 g

2) Support QoS over wireless uses IEEE 802.11 e

3) Secure communications uses IEEE 802.11 i

Different schemes of modulation are used in the IEEE 802.11 family, some use Orthogonal Frequency-Division Multiplexing (OFDM), other use Direct Sequence Spread Spectrum (DSSS). 

IEEE 802.15.4 (ZigBee)  

ZigBee is the preferred protocol to be deployed in WSN since it meets the requirements of low-cost and low-power WSNs for remote controlling and monitoring. Because the previes protocols provide high data rate in the expense of high power consumption, application complexity and cost. 
Finally, here is a table showing different characteristics of the previous protocols.

	
	IEEE Protocols

	Property
	802.11 (WLAN)
	802.15.1 (Bluetooth)
	802.15.4 (ZigBee)

	Range (m)
	Up to 100
	Up to 100
	Up to 10

	Data throughput (Mbps)
	2 – 54
	1 - 3
	Up to 0.25

	Battery life
	Minutes to hours
	Hours to days
	Days to years

	Size Relationship
	Large
	Smaller
	Smallest

	Cost/Complexity
	> 6
	1
	0.2


Table2

3
 Data Link Layer; protocols, services and specifications

Data link layer (DLL) is, as already know, responsible for the reliable transmission of frames (packets), it is divided into two sublayers; 1) Medium Access Control (MAC) Sublayer and 2) Logic Link Control (LLC). In this section, a discussion of the MAC protocol layer for WSN will be introduced, in addition to the LLC allowing support for several MAC options depending on the network topology and architecture.  

3.1  Contention-Based Protocols for WSNs

MAC protocol for wireless sensor networks must consume little power, avoid collisions, be implemented with a small code size and memory requirements, be efficient for a single application, and be tolerant to changing radio frequency and networking conditions. 
The contention-based protocols are used especially in WSN because of its ability to minimize the energy waste, this is due to the option of Power Save (PS) mode and turn off their radios to conserve energy. This feature is considered as a point of comparison between different protocols. There is a rich contention-based protocols in WSNs, next, is a description of the most representive ones.[1]

3.1.1  Sensor-MAC (SMAC) Protocol
is a protocol considering energy efficiency as the most important feature, since most of the time a sensor node will be in idle listening, SMAC turns off the node’s transceiver from time to time as shown in Fig8. Therefore, a node with a long data message will not give up the medium to other nodes until its whole message is transmitted. Thus, shorter messages waiting on the queues have to wait longer to get access to the WSN. 
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                      Fig.8

SMAC has the following features:

1) Periodic Listen and Sleep

Each node in the network turns off (sleeps) its transceiver and wakes up to listen to the medium periodically, as shown in Fig.8. The parameter to measure the percentage between wake-up period to sleep period is called duty cycle and is given by:

Duty Cycle= listen time/cycle time
2) Synchronization

SMAC introduces a new packet (SYNC) to perform the synchronization task. At the deployment time, all nodes keep listening to the medium until one node broadcasts a SYNC 

packet containing its schedule. Neighboring nodes, when receive this packet, will set their schedule to the new schedule and broadcasts a SYNC packet to their neighbors too.

Listen interval is divided into two parts: one for receiving SYNC packets and the other for  receiving RTS (Request To Send). Look at the following figure9 for more information.
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Fig.9
3) Collision Avoidance

SMAC uses a mechanism similar to the one used in IEEE 802.11 for medium contention, where all immediate nodes of both the transmitter and receiver will go to sleep upon receiving RTS (Ready To Send) or CTS (Clear To Send) packets.

3.1.2  Timeout-MAC (TMAC) Protocol
TMAC protocols tries to enhance the energy savings in SMAC by reducing the idle time. A node in the listen mode will go back to sleep after time TA as show in Fig.10
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Fig.10
If there is no activation event, the choice of TA is critical for the performance of TMAC. 

The following equation defines the minimum value of TA, as shown in Fig.11:

TA > C+T+R

C: contention time 


R: propagation time for RTS packet 

   T: transmission time for RTS packet
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Fig.11

3.1.3  Wireless Sensor MAC (WiseMAC) Protocol

is a protocol where all nodes in the network wake up periodically with period Tw, to check for any activity of the medium, as shown in Fig.12
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Fig.12

In this protocol, nodes are not synchronized to wake up simultaneously and this reduces the synchronization overhead. On the other hand, since a receiving node turns on its radio for a short period (<Tw), the transmitting node should transmit along a signal of size equal to Tw.

3.2  Error Control in WSNs

Error control is an important issue in any radio link. There are two important modes of error control[3]:
· Forward Error Correction (FEC) – There is a tradeoff between the overhead added to the code and the number of errors that can be corrected. The number of bits in the code word depends on the complexity of the receiver and transmitter. If the associated power is greater than the coding gain, then the whole process in energy inefficiency. 
· Automatic Repeat Request (ARQ) – Based on the retransmission of packets that have been detected to be in error. Packets carry a checksum which is used by the receiver to detect errors. Requires a feedback channel. 
4
 Network Layer; protocols, services and specifications

First, network layer is considered the most complex layer. One important thing about the routing protocols used in WSNs is that they have to have several features that can be make this possible; 1) the ability to deploy large number of sensors, 2) limitation on power sources and 3) more frequent changing the node location[2].

The routing protocols for WSNs can be classified into two categories, each has its own subcategories as shown in Fig.13. 
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Fig.13

4.1  Flat Routing Protocols


Flooding and Gossiping

Flooding is a well-known technique used to disseminate information across a network. It is a simple, easy to implement technique that could be used for routing in WSNs but it has severe disadvantages such as,
· Implosion – When duplicated messages are sent to the same node

· Overlap – When two or more nodes share the same observing region, they may sense the same event (phenomena) at the same time. As a result, neighbor nodes receive duplicated messages

· Resource blindness – Does not take into consideration the available energy resources. 
Gossiping is a variation of flooding attempting to correct some of its disadvantages. Nodes do not broadcast but instead send a packet to a randomly selected neighbor who once it receives the packet it repeats the process. It is not as simple to implement as the flooding mechanism and it takes longer for the propagation of messages across the network. Look at the example in Figure14.[2]

[image: image16.png]



Fig.14

4.2  Hierarchical Routing Protocols


Low-Energy Adaptive Clustering Hierarchy (LEACH)

LEACH is a routing protocol designed for collecting and delivering it to the base station. The main objectives of LEACH are:
· Extension of the network lifetime

· Reduce energy consumption

· Use of data aggregation

To achieve these objectives, LEACH adopts a hierarchical design where the network is organized into clusters. Each cluster is managed by a cluster-head, which performs several tasks. One is the periodic collection of data from the other members of the cluster and aggregates it. Second, is forwarding the aggregated data toward the base station as shown in Fig.15. [2]

[image: image17.png]8
e a\
TP yea

ol

{ «
) e

\ Cluster /
0) custyrnead 4





Fig.15

The third task is to assign a time slot for each member for transmission purposes as shown below. [4]
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Fig.16

4.3  Location Based Routing Protocols


Geographical Adaptive Fidelity (GAF)

GAF is a protocol that can be utilized in routing data in WSN, location information is used to calculate the distance between two nodes so that the energy consumption can be estimated. So, the motivation was that idle energy dominates energy consumption in WSN networks. The solution was to use redundant nodes in sleep mode by using Virtual Grid. [6]

GAF goes through three states during operation; Sleeping, Discovery and Active. First, node starts in discovery state and after Td, broadcasts discovery message. After that, it enters active state when it sets Timer Ta. Next, node periodically re-broadcasts discovery message while it is in active state. Finally, after Ta, node returns to discovery state and active node can change to sleep state, when a higher-ranked node handles routing as show in Fig17.[6]
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Fig17.
Here is a table comparing the three previous routing protocols:

	
	Classification
	Mobility
	Position Awareness
	Power Usage
	Data Aggregation
	Localization
	Complexity
	Multipath

	Flooding&gossiping
	Flat
	Possible
	No
	Limited
	Yes
	No
	Low
	Yes

	LEACH
	Hierarchical
	Fixed
	No
	Maximum
	Yes
	Yes
	High
	No

	GAF
	Location
	Limited
	No
	Limited
	No
	No
	Low
	No


Table 3

5
 Transport Layer; protocols, services and specifications

TCP prtocolss developed for the traditional wireless networks are not suitable for WSNs where the notion of end-to-end reliability has to be reinterpreted due to the “sensor” nature of the network which comes with features such as:

· Multiple senders, the sensors, and one destination, the sink.
· For the same event there is high level of the redundancy or correlation in the data collected by the sensors.
· On the other hand there is need of end-to-end reliability between the sink and individual nodes for situations such as re-tasking or reprogramming

· The protocols developed should be energy aware and simple enough to be implemented in the low-end type of hardware and software of many WSN applications.
5.1  Pump Slowly, Fetch Quickly (PSFQ)

is a protocol designed to distribute data from a source node by constant injection of packets into the network at relatively low speed (pump slowly) which allows nodes that experience data loss to recover missing data from their neighbors (fetch quickly). Goals of this protocol are:[3]

· Ensure that all data segments are delivered to the intended destinations with minimum especial requirements on the nature of the lower layers

· Minimize number of transmissions to recover lost information

· Operate correctly even in situations where the quality of the wireless links is very poor

· Provide loose delay bounds for data delivery to all intended receivers 
PFSQ has been designed to guarantee sensor-to-sensor delivery and to provide end-to-end reliability for control management distribution from the control node (sink) to the sensors. It does not address congestion control

5.2  Event-to-Sink Reliable Transport (ESRT)

is a protocol designed to achieve reliable event detection (at the sink node) with a protocol that is energy aware and has congestion control mechanisms. Salient features are:[3-5]

· Self-configuration – even in the case of a dynamic topology
· Energy awareness – sensor nodes are notified to decrease their frequency of reporting if the reliability level at the sink node are above the minimum

· Congestion control – takes advantage of the high level of correlation between the data flows corresponding to the same event
· Collective identification – sink only interested in the collective information from a group of sensors not in their individual reports

· Biased implementation – most of the complexity of the protocol falls on the sink node minimizing the requirements on the sensor nodes
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Fig.18

Here is a table comparing the previous Transport protocols:

	Feature
	PSFQ
	ESRT

	Direction
	Downstream
	Upstream

	Congestion Support
	No
	Passive

	Reliability Support
	Yes
	Yes

	End-to-End or Hop-by-Hop
	Hop-by-Hop
	End-to-End

	ACK or NACK
	NACK
	ACK


Table 4

6
 Current Applications and Future Implementations

WSNs support a large band of applications, ranging from environmental sensing to vehicle tracking and from habitat monitoring to battlefield management. For example, WSNs ma be deployed outdoors in large sensor fields to detect the spread of wild fires. With WSNs one can monitor and control factories, offices, homes, etc.

6.1 Medical Applications

A number of hospitals are deploying the application of WSNs to a range of medical applications such as pre-hospital and in-hospital emergencies, disaster response. WSNs have the ability to affect the delivery by allowing vital signs to be collected to sent through the WSN. WSNs also permits monitoring for patients who will be in danger in the case when they are outside the hospital. Here is a sample vital signs wireless sensors.
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Fig.19

6.2 Wildfire Applications

Collecting real-time data from wildfires is important for life safety and allows predicative analysis for the fire behavior. One way to do so, is to deploy sensors in the wildfire environment. Then, these data can be either controlled (official organizations) or seen (users on internet). 
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