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Abstract— OFDM systems typically use coding and in-
terleaving across subchannels to exploit frequency diver-
sity on frequency-selective channels, This paper presents a
low-complexity iterative algorithm for combined blind and
semi-blind channel estimation and soft decoding in coded
OFDM systems, Channel estimation is performed in the
time domain using the expectation maximization (EM) al-
gorithm to take advantage of the channel-length constraint
and the extra observation offered by the cyclic-prefix. The
proposed technique converges within a single OFDM sym-
bol and, therefore, has a minimmum latency and is suitable
for fast time-varying channels,

I. INTRODUCTION

OFDM is an effective multicarrier modulation technique
for mitigating intersymbol interference {ISI) in frequency-
selective wireless channels. In wireless OFDM systems, the
use of differential phase-shift keying (DPSK) eliminates the
need for channel estimation at the receiver. This approach,
however, limits the number of bits per symbol and results
in a 3 dB loss in signal-to-noise ratio (SNR) [1]. If the
channel is estimated at the receiver, coherent detection
and hence more efficient multi-amplitude signaling schemes
can be used. If the channel changes slowly, reference pilot
symbols or decision-directed channel tracking techniques
can be used [2]. On the other hand, if the channel state
changes significantly from one symbol to the next due to a
high Doppler frequency, channel estimation within a single
OFDM symbol may be required. This can be achieved us-
ing L pilot tones equally spaced across the N subchannels
in the frequency domain, where L is the number of active
taps in the channel. QFDM systems usually use coding and
interleaving across subchannels to exploit frequency diver-
sity in frequency-selective chanmels. It is natural then to
attempt to use this coding information to aid in estimat-
ing the channel as in [2], in which hard estimates of the
decoded symbols are used.

Blind channel estimation techniques allow higher data
rates since they eliminate the training overhead. Most of
the proposed blind estimation techniques for OFDM sys-
tems {3], {4], [5], however, ignore the coding information
and thus typically require a large number of OFDM sym-
bols to achieve a sufficiently accurate estimate of the chan-
nel. This requirement not only introduces a significant la-
tency in the system, but also limits these techmniques to
slowly varying channels. This paper presents an iterative
algorithm for joint soft decoding and channel estimation
that provides an accurate blind or semi-blind channel esti-
mate within a single OFDM symbol. Therefore, this algo-
rithm has a minimum latency and is more appropriate for
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fast time-varying chanmnels.

As with most hill-climbing techniques (6], in the blind
case, the proposed iterative algorithm can potentially get
trapped in local minima or stationary points. This problem
can be alleviated by running the algorithm multiple times
starting with different random initial conditions, and then
adopting the results of the best trial. To increase robust-
ness and accelerate convergence, a semi-blind approach can
be adopted, wherein L pilot tones equally spaced among
the N subchanmnels are used to obtain an initial channel
estimate for the iterative algorithm.

Various iterative blind channel estimation techniques
that exploit coding information have recently been sug-
gested (7], (8], [9]. Most of these techniques target single-
carrier systems and, consequently, have to deal with com-
plicated time-domain equalization. On the other hand,
because of the cyclic-prefix, equalization in multicarrier
systems is trivial, making adaptive equalization techniques
even more attractive in these systems.

The proposed channel estimation technique is based on
the EM algorithmn [10] and is performed in the time domain,
allowing us to exploit the channel-length constraint, as well
as the extra observation offered by the cyclic-prefix. The
information contained in the cyclic-prefix observation has
been used in the past for timing and frequency synchro-
nization {11], and for channel tracking [5] in multicarrier
modulation systems.

Section IT introduces the system model and notation used
in this paper. The proposed iterative channe] estimation
and decoding algorithm is presented in Section III. Sec-
tion IV presents the simulation results, and concluding re-
marks are given in Section V.

II. SysTEM MOCDEL

Fig. 1 shows the system model and the notation used in
this paper. For simplification, we assume that each sub-
channel uses BPSK modulation. The encoder in Fig. 1
is assumed to be a 4-state recursive systematic convolu-
tional (RSC) encoder with the generator matrix G{D) =

2 .
[1 125251], where D is a delay operator. The interleaver
is assumed to be a random interleaver.

The output of the encoder can be written as

2
(«D) pD) ]=uD)-[1 HZm ],
where u(D) and p{D) represent the sequences of systematic
and parity bits, respectively. Each of these sequences has
alength K = r . N, where r = 1/2 is the code rate, and
NV is the number of subchannels. Let ¥ be the multiplexed
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Fig. 1. Coded OFDM system model.

output vector of length N with vy = ug, and vary1 = ps,
where £ = 0,1,..., K —1. Let the BPSK modulated vector

be
={2v"-1)=Qx, (2)

where v’ is the interleaved version of v, and Q is the N x N
Discrete Fourier Transform (DFT) matrix.

Let y*T = [ y7 47 ] be the output of the channel of
length N + v, where y is the cyclic-prefix observation of
length v, and ¥ is the remaining part of length N, which
can be obtained through the following cyclic convolution:

@)

where h is the channel impulse response, and n is a com-
plex additive white Gaussian noise {AWGN) vector with
the covariance matrix Rnn, = o2Iy. We can then write

Y = disg(H)X + N, (4)

where X = Q=x,Y = Qy,N = Qn, and H = Vh, where
V is an N x L. Vandermonde matrix with elements given by
Vag=e ¥ forn=0,1,..., N-landl =0,1,...,L—1L
‘We assume that h can have up to L non-zero complex
taps from 0 to v = L —1 and that it is fixed over the period
of a single OFDM symbol.
For the jth OFDM symbol, (4) can be rewritten as

Y;

y=hgx+n,

diag(X;)H; + N,

(5)
(6)

The cyclic-prefix observation of the 7th OFDM symbol can
be written as
(7}

where zz; is the following toeplitz matrix of the cyélic-
prefix parts of £°P; and =°P;_,

¥, =gz h; +n,,

@) @y e oz
o 2 o !

zz, = -1 '0 :/1 1' (8)
Ty o, = 2]

Equations (6) and (7) can be combined as

%= I, L omy
[YJ,- ] - [ diag()(Jj)V }hﬁ { N’_,,- ] {9)
which can be written in matrix form as
Vi = Ajhi +N;. (10)

Y N
one-tap £
equalizers E
H, & LV
Channel | Max-Log-Map Le
estimator decoder

Fig. 2. Iterative decoding and channe! estimation.

The objective is to solve the joint maximum likeli-
hood (ML) channel/data estimation problem which can be
stated as

(%, 8;) = e oy {p(¥ilX;.8,)}.

a1

11)

The optimal solution to this problem is overly complex
for practical implementations. Therefore, we propose an
iterative algorithm for finding a good-quality approximate
solution.

III. ITERATIVE JOINT DECODING AND CHANNEL
ESTIMATION

Fig. 2 shows a block diagram of the proposed iterative
algorithm briefly described in the steps shown below. Since
the noise variance does not usually vary too fast, for sim-
plicity we will assume that a? is known to the receiver, i.e.,
&% = o2, In practice, once the channel and data have been
estlmated for the jth OFDM symbol, % can be calculated
as

N-1

2

. ) 1 -7 i |R
aj=aaj_1+(l—a)ﬁ - H X;| ,

(12}

i=0

where «a is an exponential smoothing factor. We can then
use 6‘? as an estimate of o2 for the next symbol.

« Step 1. Find the initial channel estimate ﬁ(ﬂzn), which
is simply random in the blind case that uses no pilots, and
which in the semi-blind case can be obtained as

h(lt-_[l)

—_QYHP, (13)

J_
where HP is an L x 1 vector of the gain estimates (H] =

Y7 /X?) of the uniformly spaced L pilot subchannels, Q, is

an L x L DFT matrix, and # denotes the conjugate trans-
(it=0}) » (et=0)

pose operation. Then H =Vh

e Step 2. Given H (it), equalize the received vector Y
using N parallel single-tap equalizers and obtain the vec-

tor LY of the extrinsic channel log-likelihood ratios

(LLRs) as
(it
Fenlit+1) gp(YIH ) X, = =+1) (14)
' p(Y|H™, X, = 1)
) 5
p(y,w X =+1) 15)

p(mH“" X;i=-1)
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(it) Y;
= g2 IH - R {I—i(:t) } ! (16)

%

where: =0,1,...,N - 1.
e Step 3. Perform the soft MAP sequence estimation,
which can be implemented using the Max-Log-Map algo-
rithm {12] which is less complex and numerically more sta-
ble for practical implementation compared to the Log-Map
algorithm. It is also more robust against channel estima-
tion errors. Moreover, as demonstrated by simulation re-
sults, the Max-Log-Map algorithm results in better perfor-
mance in our iterative algorithm because it provides opti-
mal MAP sequence (or OFDM symbol) estimation, as op-
posed to optimal MAP BPSK symbol estimation provided
by the Log-Map algorithm.

‘We obtain the extrinsic log-likelihood ratios for the coded
bits L=t as

Le=t (it+1)

= La,pp(it+1) _ Lch(ﬁ"’l)

(17)
where LFF is the interleaved version of the a posteriori
LLRs vector for the coded bits L=PP’, whose entries are
obtained as

ﬂpp' — = r = 4 )
Ly = e = 1)[01:—1(1 V30,0 + B, (1)]
- U U
wrBx n)[ k=1 () + 70,0 + B (D),
app’ _ N = 3
Ly (l',l)g;sa('),g,‘ 1)[ak—1(l Y+ 7D + 8(1)]

@ HEB= o)[a"" 1)+ D) + B (),
(18)

where k = 0,1,...,K — 1, (',]) is the branch from state
I to state {, and I',i = 0,1,..., M, — 1, where M, is the
number of states in the trellis of the code. B{ux = 0(1))
is the set of branches in the kth section of the trellis with
ug = 0(1). Similarly, B(p; = 0(1)) is the set of branches
in the kth section of the trellis with pyx = 0(1).

After appropriate normalizations, the branch metrics 7,
can be written in terms of the a priori and channel LLRs

as
ol ) = we- L§ +ue - LEY +pi - LEY,,, (19}
where k=0,1,...,K —1,and L = 5:::; is the a priori

LLR of u; and is assumed to be zero unless some a priori
information for uy is available such as that provided by
another code in serial or parallel concatenation.

&) = max{a1(1') + 5,0}, (20)
By = max {Bk+1(l‘)+'7k+1(lql’)}, (21)
where k = 0,1,...,K -2, and &_1{l = 0) = Bp_,(l =

0)=0,a-1(!) = B (D) = —oo for I £ 0.

« Step 4. Use the estringic soft output of the decoder to
find the ML estimate of H. To take advantage of the cyclic-
prefix observation and channel-length constraint, channel
estimation is performed in the time domain.

From (10), the ML estimate of h for the jth OFDM
symbaol can be obtained through the maximization step of
the EM algorithm {10] as

& {it+1) (:l) (:t)
h; (E[AHA ly;, ]) IE[AJ'yJ! ]Hy.n
(22)
Hj(|t+l) _ Vilj(“-'-l). (23)

Note that E{Af 'A,-lyj,ﬁ,('t)] can be viewed as an esti-
mate of the a posteriori autocorrelation matrix of the trans-
mitted sequence, which is approximately proportional to
the identity matrix in the case of constant modulus mod-
ulation. Therefore, in this case, the matrix inversion in
(22) can be avoided, and we can instead use the following
approximation:

j.0eD (it}

Y = A R )

where

)
BlAY, )= | FEm ik 1o
dlag(E[XJ|yJ'l § ])V

where
B{X,|¥5, b = tanh T L), (26)

and
Bl ¥, k" = QYEX, ¥, 0%, @
Elz;o) = QYE[X,.\]. (28)

Equation (28) indicates that the final soft estimate of
the previous OFDM symbol is used during the iterative
channel/data estimation of the current symbol. Simula-
tion results show that error propagation has a negligible
effect, which is taken into account in the results presented
in the next Section.

¢ Step 5. Return to Step 2, and repeat until a stopping
criterion is reached.

IV. SIMULATION RESULTS AND DISCUSSION

The proposed iterative algorithm was simulated using
a 4-state rate 1/2 CC with G(D} = [1 ﬁlgf—;;]. It is as-
sumed here that N = 128, L = 16, and that BPSK moduta-
tion is used on each of the subchannels. The actual channel
taps were generated from independent complex Gaussian
distributions with zero means and equal variances. The
maximum nutnber of iterations was set to 15,

For the blind estimation case, 10 trials were used, start-
ing with different random initial channel states. The re-
sults of the best trial, defined as the one correspond-
ing to the largest average of a posteriori LLRs LoP? =
1/N . EN—I L$* after convergence, were then chosen. It
is worth mentlomng that if hard decisions are used in the
iterations as in [2], the algorithm does not converge in the
blind case, which underlines the importance of exchanging
soft extrinsic information between the iterative modules. In
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the semi-blind case, L pilot tones, uniformly spaced among
the N subchannels, were used to obtain an initial estimate
of the channel.

The system performance using the proposed iterative al-
gorithm for the blind and semi-blind cases was compared to
that of an ideal coded system that has perfect channel state
information {CSI) at the receiver. It was also compared to
that of a non-iterative system that uses L pilot tones to es-
timate the channe] and then performs MAP soft decoding
with no iterations. Fig. 3 shows the bit error rate (BER)
curves for the various systems, including the uncoded sys-
tem with perfect CSI as a reference. Since these systems
have different rates, the BER is plotted against Ey/Np in-
stead of SN R to account for that fact. For a given E;/Np,
the SNR for each of the systems is given by

S'JVR=2-RGH=-ﬂ

NO * (29)

where R.;; is N’j_u for the uncoded system with no pilots,

’,{‘,"_:J" for the coded system with no pilots, and F—(NN—_ﬁ,_—m
for the coded system with L pilots, where r = 1/2 andm =
2 are the rate and memory of the code, respectively. We
observe that the performance degradation for the proposed
blind system is about 0.25 dB relative to the ideal coded
system at the BER of 1073, The error floor at 107% is
caused by the occasional misconvergence of the iterative
algorithm or convergence to local minima and can be easily
eliminated by using an outer code.

On the other hand, the semi-blind system using the
proposed iterative algorithm has a degradation of about
0.75 dB relative to the ideal coded system at the BER
of 10~3. Most of this degradation is due to the rate loss
caused by the transmission of L pilot tones, which is about
0.6 dB in this case. The Figure also shows that using the
proposed iterative algorithm with the semi-blind system re-
sults in about a 3.25 dB gain with respect to the semi-blind
system with no iterations. This significant gain is achieved
with only a small increase in complexity because the iter-
ative algorithm usually converges within a few iterations
in the semi-blind case, particularly in the Ep/Ny range of
practical interest. This can clearly be seen in Fig. 4, which
shows the average number of iterations required for conver-
gence of the iterative algorithm in the blind and semi-blind
cases. As expected, in the semi-blind case, the algorithm
requires significantly fewer iterations to converge compared
to the blind case.

Fig. 5 shows the average normalized channel estimation
mean-square exror MSE = ||h — h||?/||R|[? versus Ey/No
for the blind and semi-blind systems. This Figure indi-
cates that by exploiting the coding information through
the proposed iterative algorithm, the same level of channel
estimation fidelity (MSE) can be achieved at a 4 to 5 dB
lower E,/Ny compared to the nan-iterative approach that
ignores this information. .

The requirement for multiple trials of the iterative algo-
rithm in the blind case to avoid stationary points and con-
vergence to local minima might raise some concerns about
complexity. However, simulations indicate that fewer than
3 trials are needed on average to obtain zero bit errors at
the E,/Np range of practical interest, as shown in Fig. 6.

n 4
+

5 g
EtNg (0B}

Fig. 3. BER versus Ey/Ng for the various systems.

Avarage 1o. OF RSFALONS [of CONVergence
T T T T

Fig. 4. Average no. of iterations for convergence versus Ej/Ng for
the blind and semi-blind cases.

To verify the fact that the Max-Log-Map decoding algo-
rithm leads to better performance in the proposed iterative
blind algorithm compared to the Log-Map decoding algo-
rithm, we simulated the performance of the iterative algo-
rithm using each of these algorithms for comparison. The
same OFDM symbol received at SNR = 3 dB was pro-
cessed using 100 trials in each case, with the initial channel
state for each trial being randomly generated. In each trial,
the number of bit errors after 15 iterations was recorded.
The histograms in Fig. 7 show the number of trials versus
the number of bit errors in each case. This Figure reveals
that about 80% of the trials result in 0 bit errors when the
Max-Log-Map algorithm is used, whereas most the trials
converge to local minima or become trapped in stationary
points with the Log-Map algorithm.

V. CONCLUSION

Coding is typically used in OFDM systems to exploit
frequency diversity. This paper presented a new low-
complexity iterative algorithm that exploits this coding in-
formation. The proposed algorithm also takes advantage
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Fig. 6. Awverage no. of trials needed to obtain zero bit errors in the
blind case versus Ey,/No.

of the channel spread constraint and the extra observation
offered by the cyclic-prefix. It can be used to blindly esti-
mate the channel within a single OFDM symbol or to sig-
nificantly enhance the channel estimate obtained by L pi-
lot tones. Compared to an ideal coded system with perfect
channel knowledge, the blind system using the proposed al-
gorithm has a degradation of less than 0.5 dB in the BER
range of interest. In the semi-blind case, with only a small
increase in complexity, the proposed algorithm results in
a significant gain with respect to the traditional approach
which ignores the coding information during channel esti-
mation. The proposed iterative algorithm uses the Max-
Log-Map algorithm for soft decoding which, in this case,
is not only more convenient for practical implementation,
but also leads to better performance.
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Fig. 7. Comparison of the performance of proposed blind iterative
algorithm using the Max-Log-Map and the Log-Map decoding algo-
rithms.
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