
Figure 5(c), unwanted spurious resonances appear at 4.7 and 8.9
GHz because the electric lengths �ia and �ib are not exactly the
same.

4. CONCLUSION

A new structure of dual-band bandpass filter has been studied in
this letter. This dual-band filter with the capability of high inte-
gration and small size is very suitable for implementation in a
multi-chip module. Multiple stepped impedance resonators are
shunt-connected with the transmission line section. By using this
approach, a transmission zero will easily appear in the middle of
two passbands to increase the isolation. Our proposed technique
makes it easy to design the dual-band bandpass filter with equal-
ized bandwidth. The LTCC dual-band bandpass filters are de-
signed and measured in frequency bands of 2 and 7 GHz. When
realizing a physical 3D circuit, the parasitic effect among capaci-
tors may cause this model to differ from the ideal values provided
by the circuit simulator. These effects may make the measured and
theoretical predicted results different as well. The design proce-
dures have been described in detail, and the 3D architecture is
provided. The dual-band filter has been successfully designed, and
its measured results have shown good agreement with the theoret-
ical predictions.
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ABSTRACT: This article presents a simplified approach for character-
ization of ultra wideband (UWB) through-the-wall propagation. The sim-
plified approach requires spectrum analyzer rather than vector network

analyzer. A minimum phase retrieval method based on Hilbert transform is
used to retrieve the phase information. The proposed method is shown to be
applicable to the insertion transfer function. While linear phase component
cannot be retrieved, important factors for UWB receiver design such as
group delay ripple and dispersion effect can be retrieved. In noisy channels,
phase retrieval could be superior to direct phase measurements. Estimation
of linear phase component can be achieved through matching the measured
phase with the retrieved phase. © 2007 Wiley Periodicals, Inc. Microwave
Opt Technol Lett 50: 465–470, 2008; Published online in Wiley Inter-
Science (www.interscience.wiley.com). DOI 10.1002/mop.23107

Key words: UWB propagation; frequency domain measurements; Hil-
bert transform; minimum phase; free-space measurements; network ana-
lyzer; spectrum analyzer

1. INTRODUCTION

Indoor wireless communication signals propagate through differ-
ent media. Accurate characterization of communication links re-
quires excellent knowledge of the material properties in the com-
munications channel. This knowledge allows for the evaluation of
the applicability of the system for the indoor environment and the
system coverage. A significant amount of research work has been
performed for characterization of narrowband channels [1]. Be-
cause of its different nature and bandwidth occupancy, the intro-
duction of UWB communications [2] as an alternative indoor
wireless technology has given rise to the need for more measure-
ments in the UWB frequency range.

The unique capabilities of UWB technology make it a potential
candidate for short-range multiple access indoor wireless commu-
nications applications, home-networking, and secure military ap-
plications. UWB communication can support high transmission
rates, has excellent wall-penetration capabilities, and consumes
very low power. Besides communication applications, UWB can
also be used for range measurements. UWB receivers can measure
the arrival time of transmitted pulses to within a fraction of a
picosecond.

In general, UWB characterization requires the extraction of the
impulse response of the channel or its equivalent transfer function.
The impulse response is then used to estimate the time dispersion
parameters required for simulation or receiver design. Measure-
ments can be carried out in the time domain or in the frequency
domain. The conversion from the time domain to the frequency
domain or vice-versa can be accomplished by the Fourier trans-
form or the inverse Fourier transform, respectively. If measure-
ments are conducted carefully both domains should result in sim-
ilar conclusions [3].

Channel measurements for communication applications are
usually performed in the frequency domain because of the avail-
ability of the required instrumentations, the moderate cost, and the
large associated dynamic range [4]. The conversion to the impulse
response requires both the magnitude and the phase of the fre-
quency-domain channel transfer function. For narrowband channel
characterization, the phase data are less important because the
phase can be approximated as a linear phase component. For UWB
channels, however, the phase is a critical parameter and the nature
of its variations with frequency over an ultra-wide bandwidth can
significantly impact the time-domain response. If the delay is not
constant for different frequency components, the received signal
will be distorted.

Vector network analyzers (VNA) can measure both the mag-
nitude and phase. However, accurate phase measurements in en-
vironments involving long distances or wall obstructions may not
be feasible. This is because the VNA requires the received signal
to be fed back for comparison with the input signal. At the upper
frequency edge of the bandwidth of a UWB signal, the synchro-
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nization feedback cable should be of very low loss, rendering VNA
measurements very costly and difficult to handle. It is also well-
known that phase measurements are quite sensitive, and, unless ex-
treme cares are taken, in-situ measurements have some error which
will skew the final results [4, 5]. Another difficulty is that the vector
network analyzer is subject to transmitter receiver crosstalk. This
crosstalk might result in precursors in the impulse response [5].

On the other hand, measurements with scalar network analyzer
(SNA) can be made more easily than the corresponding VNA
measurements and operating SNAs does not require highly skilled
personnel [6]. However, SNAs provide magnitude information
only. This has led researchers to find ways of retrieving phase
information, either through additional magnitude measurements or
some other techniques like the Hilbert transform also known as the
cepstrum technique [4, 5]. Several direct and iterative algorithms
have been proposed for the reconstruction of the phase of transfer
function from its magnitude, based on the pioneering work of
Fienup on iterative algorithms [7, 8].

According to [4], the idea of phase retrieval was first extended
to measurement of communication channels by Donaldson et al.
[5]. Spectrum analyzers with Hilbert transform technique was used
for UHF 1–2.5 GHz characterization [5]. Good agreement was
observed between the impulse responses calculated using Hilbert
transform and magnitude of the transfer function and that mea-
sured using VNA. The idea was extended to UWB communication
in [9]; however, the presented channel characterization results did
not include any phase dependent parameters such as time disper-
sion. The authors presented only large scale parameters which
depend on magnitude data [9].

A quantitative measure of signal propagation through walls
may be stated by the “Insertion Transfer Function.” The insertion
transfer function requires both magnitude and phase data which are
usually measured with the VNA. In this research we examine the
possibility of assessing wall-penetration capability of the UWB
signals using SNA rather than VNA. It is shown that minimum
phase retrieval method can be applied to insertion transfer function
measurements. It is also shown that UWB group delay ripple and
time dispersion can be characterized using SNA.

In the remaining parts of this article, we describe the measure-
ment setup and procedures. The theory of phase retrieval is then
discussed. The applicability of minimum phase retrieval technique
based on the Hilbert transform to UWB insertion transfer function
is studied. The application to typical indoor walls is also examined.

2. MEASUREMENT SETUP AND PROCEDURES

The propagation of UWB signals through different walls are
evaluated through the measurement of an insertion transfer func-
tion, defined as the ratio of two frequency-domain signals mea-
sured in the presence and in the absence of the material slab
(simulating a wall) under test. The measurements may be per-
formed in either the time domain using short duration pulses or in
the frequency domain using sinusoidal signals. Figure 1 illustrates
the schematic diagram for the frequency domain measurement
setup using VNA or SNA. The transmitter and receiver antennas
are kept at fixed locations and aligned for maximum reception. The
material to be measured is placed at nearly the midpoint between
the two antennas. The distance between the antennas should be
sufficiently large so that the material is in the far field of each
antenna. With this arrangement, the electromagnetic field incident
on the material is essentially a plane wave. The material under test
is assumed to be in the form of a slab with thickness d and held in
position such that the plane wave is normally incident on the slab.
The main-lobe 3-dB bandwidth for the pair of TEM horn antennas

used in the measurements is 1 GHz to 7 GHz. More details about
the measurement setup is available in [10]. After the measurement
system is prepared, initially the reference frequency-domain sig-
nal, V

fs
� j��, is measured with a network analyzer in the absence of

the material. Then, the frequency-domain signal, Vt(j�), is mea-
sured with the material slab in place. The insertion transfer func-
tion is calculated as

R� j�� �
V� j��

V
fs
� j��

, (1)

where � � 2�f is the angular frequency. It is emphasized that the
measured voltages at the receiving antenna output terminals are
proportional to the respective electric field intensities at the loca-
tion of the receiving antenna.

Care must be taken to ensure that conditions set during the
free-space measurement are as closely identical as possible to
those for the measurement when the material slab is in place. It is
difficult to perform in-situ and free-space measurements under

Figure 1 Measurement setup using (a) SNA, (b) VNA. [Color figure can be
viewed in the online issue, which is available at www.interscience.wiley.com]
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identical conditions. The requirement that “free-space ” and
“through ” measurements should be performed with exactly equal
antenna separations renders in-situ phase measurements impracti-
cal. Because, after in-situ “through ” measurements are performed,
“free-space ” measurements should be carried out at a different
location but with the same distance between the transmitting and
receiving antennas as in the “through ” measurement setup. Since
it is impossible to have exactly the same distances between the
antennas for measurement setups at two different locations, errors
will inevitably occur in phase measurements and thus in the
calculation of insertion transfer function. To emphasize how large
such errors might be, a 10 GHz signal corresponding to a 3 cm
free-space wavelength is considered. Only 1 mm change in the
spacing between the two antennas would result in 12 degrees of
phase error. This fact implies an extremely tight tolerance require-
ment that cannot be met easily. To overcome this problem, the
phase component is dropped and a phase retrieval algorithm is
used.

In this article, the VNA frequency-domain magnitude data,
available from measurements in prior works [10, 11], are used. The
scalar measurements considered here are not obtained using SNA
but rather the measured phase information is dropped and the
magnitude data for the insertion transfer function is used to obtain
its phase using the Hilbert transform. In other words, the measured
phase data is not utilized as was done in [10] and [11]. The theory
for minimum phase retrieval will be discussed next. Because all
this is based on the assumption that the impulse response is causal
and analytic, this article will also assess the accuracy of the
assumption to UWB radiated measurements.

3. THEORY OF PHASE RETRIEVAL

It proven in [5] that for a causal and analytical signal, r(t), the real
and imaginary parts of its Fourier transform denoted as R(j�) �
X(�) � jY(�), are related to each other through a Hilbert transform
relationship described as Y(�) � H[X(�)], hence

R� j�� � X��� � jY��� � X��� � jH�X����, (2)

where

H�X���� � �
1

��
��

��

X�u�

� � u
du. (3)

In many cases only the magnitude or the phase of the transfer
function is known. This relation can be modified to relate the phase
to the magnitude which allows for reconstruction or recovery of
the unknown component [12-14]. Assuming that r1(t) is the inverse
Fourier transform of R1(j�) given by

R1� j�� � ln�R� j��� � ln��R� j���ej����� � ln��R� j���� � j�� j��,

(4)

where R1(j�) is a causal and analytical function, then based on (2),
we have,

�� j�� � H�ln��R� j�����. (5)

The above relationship allows one to obtain the phase information
from the magnitude information.

Measured data for r1(t) are available in discrete format, r1�n�. It
is necessary to measure many points in the frequency domain to
make sure that the aliased version is a good approximation [4]. The
integral in (3) can be interpreted as a convolution and can be
implemented numerically by using the fast Fourier transform
(FFT) for the sampled magnitude data produced by a scalar mea-
surement or calculation, and by analytically solving the Fourier

transform of
� 1

��
, to give fast compact algorithm [14]

���� � IFFT	FFT��R1����� � � � j � sign�v��
, (6)

where v is the new transform-domain variable.
In many cases, the frequency response is known over a limited

frequency range, so the derived phase function will be an equiv-
alent minimum phase function given by:

H�X���� � �
1

��
�1

�2

X�u�

� � u
du. (7)

Since FFT is inherently periodic, some approximation has been
made to the infinite integral, the error associated by periodically
repeating the function must be assessed experimentally because
the nature of the function is not known a priori [6].

The condition that r1�n� is causal is termed the minimum phase
condition; this condition is equivalent to the situation where the Z
transform of r1�n�, R1(z), has no poles or zeros outside the unit
circle. In general the Z transform of r1�n� sequence is expressed in
a rational function form [13]

R1� z� � Azn0

�
k�1

M1

�1 � akz
�1��

k�1

Mo

�1 � bkz�

�
k�1

Pi

�1 � ckz
�1��

k�1

Po

�1 � dkz

, (8)

where Mi and Pi are the number of zeros and poles inside the unit
circle, respectively, and Mo and Po are the number of zeros and
poles outside the unit circle, respectively.

The magnitudes �ak�,�bk�,�ck�, and �dk� are less than or equal to
unity, zn0 is a linear phase factor, and A is a scale factor. If the
response is stable, then ck and dk are strictly less than 1. The
minimum phase condition excludes poles or zeros on or outside the
unit circle in the z-plane or at infinity. Under minimum phase
condition (8) reduces to

R1� z� � A

�
k�1

M1

�1 � akz
�1�

�
k�1

Pi

�1 � ckz
�1�

, (9)

where �ak� and �ck� are both strictly less than unity [13].
A necessary and sufficient condition for r1�n� to be minimum
phase is that r1�n� be causal, i.e., r1�n� � 0, n � 0 � 0, n �
0, and n0 in (8) be zero which means that there is no linear phase
components. The next subsection discusses the liner phase com-
ponent as applied to UWB propagation then the issue of minimum
phase is studied in the following subsection.
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3.1. Linear Phase Component
It has to be stated clearly that the phase retrieval process cannot
retrieve any linear phase component. The linear phase or the delay
component cannot be recovered because it is not captured by the
magnitude measurements [15]. The minimum phase function with
N distinct zeros “time-domain samples” has a magnitude identical
to that of 2N � 1 other distinct transfer functions. All of them
have the same energy according to Parseval’s theorem [5]. In the
Z domain, replacement of zero of R1� j�� at z0 inside the unit circle
of the z-plane with zero at 1/z0 outside the unit circle leaves
�R1� j��� unchanged, but increases the phase delay of R1� j�� and
also spreads the impulse response energy over time [5].

Often a priori knowledge of the linear phase factor is difficult
to obtain. One possible solution in testing is to use VNA once and
then use scalar network analyzer [6]. If the wall is made of
well-known materials, the average relative permittivity can be used
to estimate the constant delay.

While the exact delay cannot be retrieved, the group delay
ripple can be extracted by differentiating the phase [14]. If the
main structure of the transfer function “pass band” is contained
within the measured band with a sufficiently large number of
measured data, then the difference between the actual group delay
of the system under test and the Hilbert-transform-derived relative
group delay (HGD) will be approximately a constant across the
majority of the measurement band. Large number of data means
large enough to track any fast variation [6, 14].

For UWB receiver design, the group delay ripple has more
significance than the constant delay as it allows for the estimation
of the received pulse shape and receiver design.

3.2. Is the UWB Insertion Function Minimum Phase or Nonmini-
mum Phase?
In general for indoor radiated channel measurements, the meaning
of minimum phase is unclear [6]. According to [4], by experience,
the channel behaves as a minimum phase intermittently and un-
predictably, depending on the environments, frequency bands, and
relative position of the antennas. No condition of the radio channel
is known a priori, which allows one to state if the measurements
will or will not be of minimum phase [4].

From a physical standpoint, some researchers broadly inter-
preted a minimum phase channel as a network with one principal
signal path from the input to the output [6] and that the input
arrives at the output instantaneously without a delay [15]. Based on
this interpretation, most real systems are distributed and there is a
delay, the Hilbert transform method is not relevant [15]. Most
electromagnetic systems have a nonminimum response and the
cepstrum approach given by the Hilbert Transform does not hold.

Though, the retrieval method cannot be used for the practical
nonminimum phase realization which requires the function to be
causal and stable and has a causal and stable inverse [16], results
are still very close to exact values, For time dispersion measure-
ments, even when the minimum phase condition is violated the
calculated impulse response provides a lower bound on the time-
spread of the impulse response [4].

For the insertion transfer function, the impulse response can be
approximated to a single path if we assume relatively large sam-
ples and measurements are conducted in an echoic chamber. Even
for indoor channels the assumption will produce relatively accu-
rate results.

It is worth mentioning that, other nonminimum phase recovery
algorithms exist. Causality can be enforced to get a unique answer
for the nonminimum phase [15, 16].

4. IMPLEMENTATION AND MEASUREMENT RESULTS

In a previous work, insertion transfer function measurements on
various materials commonly used in building environments were
conducted. These include wooden door, glass, plywood, etc., were
conducted [10]. In this article, the frequency-domain measure-
ments is considered and the magnitude data for the insertion
transfer function is used to obtain its phase using the Hilbert
transform. The implementation will be illustrated for a wooden
door with thickness d � 44 mm.

An important fact is that we are dealing with discrete data and
signal conditioning is very important for proper implementation of
(6). Hilbert transform can be implemented in the time domain or
by utilizing FFT, do phase shift and then use IFFT. Filtering and
any other signal conditioning will affect the results. A discontinu-
ity or a sudden change of slope between the end of the data and the
start of the repeated data results in a sharp change in the first
derivative of the transfer function. This will cause a “ringing”
effect throughout the data array after the FFT.

The use of the FFT to perform this conversion “integration”
using the bandlimited measured data available is the primary

Figure 2 Phase and group delay for the Insertion transfer function with
multipath components for a typical wooden door, measured using VNA
and SNA (Direct Hilbert or through FFT and IFFT), (a) phase and (b)
group delay
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source of errors [6]. One solution is to manually adjust the data by
adding few points because usually the measured data are not 2N as
required by standard FFT routines. Using interpolation function
without affecting the points in the middle is also a possible
remedy. Another practical solution utilizing the periodicity of FFT,
to overcome the problem, the data array is doubled in size by
reflecting it about the low frequency point. The first point in the
FFT is forced to be real as required by the inverse Fourier trans-
form algorithm [6].

To illustrate the effect of signal conditioning, Figure 2 depicts the
phase and the group delay as retrieved by direct implementation of the
Hilbert transform and as retrieved by FFT-IFFT implementation. The
presented measurement is conducted in a typical indoor environment
and it includes all multipath components. The magnitude results are
the same. For the phase, the two methods result in excellent match
with extracted phase variation. A minor difference can be observed at
the noisy band between the first and second lobe of the antenna’s
transmission bands. The curves are shifted up and down by 50 degrees
for illustration. Note that the linear phase component representing a
constant delay of 0.05227 ns was manually added. The associated
group delay is illustrated in part (b) of the figure. For clarity the other

two curves are shifted up and down by 1 ns. Note that the average
value of the VNA curve is positive representing the constant delay.
Since the group delay is function of the derivative of the noisy phase
measurements, a 20 points moving average is used to improve the
visualization of the curves.

As observed by [6] for other types of measurements, it is
interesting to note that from the results, the VNA-based measure-
ment becomes masked by noise when the insertion loss becomes
high. The retrieved phase and group delay ripple appear to be less
sensitive to measurement errors at high insertion losses.

Figure 3 illustrates the insertion transfer function with the
multipath components gated out. Time gating cannot be imple-
mented using SNA, but instead the measurement can be carried out
in an echoic chamber to eliminate the reflections. Multipath com-
ponents manifest themselves as a fast changing component on top
of the frequency response. The extracted phase and group delay are
shifted for a comparative view.

Except for the noisy band of the spectrum, we can see almost
a complete retrieval of the phase and delay. Once again the linear
phase component is added manually which stands for 0.059 ns
different than the multipath case. In fact, matching the measured
phase with the retrieved phase provides an excellent alternative for
estimation of the average group delay (constant delay or linear
phase components). Alternatively the constant delay could be
estimated from the impulse responses.

The results where verified using a different pair of antennas and
using different materials. For illustration the group delay for a
typical glass used in indoor construction is depicted in Figure 4.

Principal sources of errors have been identified by [6] as two.
First, errors arising from the numerical algorithm used: primarily,
due to the periodic extension of the data. There is a compromise
between measurement bandwidth and accuracy. The second source
of errors is inherent in the scalar measurement system. In our study
only the first source can be observed.

5. CONCLUSIONS

This paper validates the application of Hilbert transform-based phase
retrieval method to UWB signals, thus paving the way for simpler,
less expensive, and faster measurements for researchers active in the
UWB field. We have shown that minimum phase retrieval method
using Hilbert transform is applicable to the insertion transfer function

Figure 3 Phase and group delay for the insertion transfer function with
no-multipath components (in echoic chamber) for a typical wooden door
measured using VNA and SNA, (a) phase and (b) group delay

Figure 4 Group delay for the insertion transfer function through a
typical glass in a controlled environment (no multipath) using VNA and
SNA
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in controlled and non-controlled environments. This allows the use of
SNAs and in-situ measurements. Although the linear phase compo-
nent cannot be retrieved, important factors for UWB receiver design
such as the group delay ripple and time dispersion effect can be
extracted. In many potential application problems, the measured
phase data may have been degraded by measurement and quantization
noises. We have shown that phase retrieval could be superior to direct
phase measurements for signals propagating through noisy channels.
When VNA measurement is conducted, estimation of linear phase
component can be achieved through matching the measured phase
with retrieved phase.
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ABSTRACT: A 800-MHz power amplifier is designed using a
0.18-	m RF CMOS process. The voltage-combining method is used
for power combining. A transmission line transformer on a printed
circuit board (PCB) is designed as a power combiner. For the
switching mode power amplifier, a cascaded class-D driver amplifier
is proposed using a feedback resistor and a DC-blocking capacitor.
The power amplifier has an output power of 32.9 dBm and a power-
added efficiency of 60.25%. © 2007 Wiley Periodicals, Inc.
Microwave Opt Technol Lett 50: 470 – 473, 2008; Published online in
Wiley InterScience (www.interscience.wiley.com). DOI 10.1002/mop.
23106
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1. INTRODUCTION

The polar transmitter is an attractive architecture for wireless
communication technology, which requires high linearity and high
efficiency. The polar transmitter delivers envelope information and
phase information through separated paths. A simplified general
polar transmitter is shown in Figure 1 [1, 2]. The envelope infor-
mation of the polar transmitter is resorted by adjusting the supply
voltage of the power amplifier, which has a RF phase input signal
with constant amplitude. The efficiency of the power amplifier
accounts for the greater part of the total efficiency of the transmit-
ter. To improve the efficiency of the transmitter, a switching-mode
power amplifier with high efficiency is used for the polar trans-
mitter. To integrate analog circuits and digital circuits used in the
polar transmitter, the power amplifier should be developed with a
CMOS process. Because of low breakdown voltage and poor
passive devices in CMOS processes, however, designing a CMOS
power amplifier with high output power, efficiency, and linearity
poses a considerable challenge [3, 4].

Recent study has shown the possibility of utilizing CMOS
technology for switching-mode power amplifiers [3, 4]. However,
it is difficult to realize a passive device with a high-quality factor
due to the lossy silicon substrate of the CMOS process. In a
previous work [5], a voltage-combining technique with a printed
circuit board (PCB) transmission line transformer was realized.
And obstacles to the design of a watt-level CMOS power amplifier
were overcome. In this work, a voltage-combining technique with
a PCB transmission line transformer is used. Additionally, a

Figure 1 Block diagram of polar transmitter
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