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ABSTRACT needed to construct asuccessful action-representation (12) isbounded
This paper examines the roots of purposive behavior in an agent by the amount of information in theinput representation (11>12). For
surrounded by a stationary unknown environment. Theinvestigation tiS case, the controller plays the role of a format changer that
focuses on deriving astructure for abehavior generation mechanism Sonvertspartor al of theinformetion contained in the representation
(BGM) that would semantically embed an agent in the context of its to aform that |scompat|bIeW|th the tfask of motion actuation. As.for
environment. The BGM ismadeto adhereto the situated, embodied, the unknown, or partially-known environment case, the information

intelligent, and emergent requirementsthat were suggested by Brooks encoded in the environment representation is less than thaﬁlwhi chis
[14] for theconstruction of intelligent control architectures, Concepts Néeded toexecutethetask (11<12). Therefore, format changing alone
from epistemology, artificial life, hybrid systems, and the potential 1SNOt €nough to generate a successful action representation to guide
field approach to planning are used. The suggested BGM utilizes themotion actuators of the agent. Here, the agent isrequired, along
both experience and synergy asdriversof action selection. TheBGM W|th format changi ng, to performthe paradoxical task of learning (i.e.
is intended for use in the specific case of motion planning for a 9€ttingto know what it does not know). An areaof research that falls
multidimensional agent of arbitrary shape operating in a under the above is motion planning for an agent in an unknown

multidimensional. unknown environment. stationary environment. Here, an agent is required to lay a safe path
' to a stationary target relying only on the local information that is
1. INTRODUCTION sequentially being acquired by itsfiniterange sensors. It must be able

o . . to coherently tie the stream of fragments of sensory datain amanner
Thedemandisincreasing for the construction of agentsabletotackle {4 permiits the generation of a continuous stream of instructionsto

environments that deny an operator bOth informational and physical the actyators of motion. The structure of such a stream is required to
access. Two examples of the above are: underwater sea exploration g ceesfully embed the agent in its environment. One approach that
where due to the severe attenuation high frequency electromagnetic pag ggnificantly influenced the above area is traditional Al [1-3].

waves experience by water no communicetion link between the \ethods utilizing this approach must have a discrete abstract model
exploring agent and the operator may bepossible. Theother involves ot e environment followed by a search for a feasible action plan.

planetary exploration where Iong d_el aysin informati_on transmission Unfortunately, model-based approaches can provide, at best, acostly,
severely hampers the communication process. Obviously, an &gent nrecarious performance. The reactive approach to motion planning
operating under such conditions cannot rely on guidance from the |4} pynassesthe above difficulties by coupling the sensors directly to
operator to avoid hazard or to proceed towards its god. TO the motion actuators. While this approach is fast, robust, and easy to
complicate things more, the agent may not have the benefit of joement, itisonly ableto tackle simple tasks. Attemptsto increase
utilizing experiencein syeermg itsactions. In sych stuatlonsfalgre the complexity of the tasks tackled by the reactive approach focused
to properly act thefirst time may lead to damaging the agent (Swim o ilizing it within the context of high-level, model-based symbolic
or .smk .stuatlon). These restrictions do not only' rule out reasoning [5]. Petrov and Sirotawere, probably, the first to suggest
active-guidance where the operator online steers the actions of the 4 provably-correct, sensor-based motion planner that can guide a
agent, it also include indirect guidance thal assume the form of bt of arbitrary shape in an unknown environment using highly
algorithms implanted into the agent to steer its actions inamanner |oeqized sensory data. In [6] the planner was devel oped for the 2-D
that meets the acceptance of the operator who designed these enyironment. Later in [7], the planner was generalized for the 3-D

agorithms(not, necessarily, thedemandsof theenvironment.) Foran 40 | ume sky suggested asimilar approach that useslocal sensory
agent to be fully autonomousit must be able to meaningfully embed 44 for guiding the motion of a point robot in a 2-D space [8].

its actions in the context of its environment. Some of the concerns Unfortunately, extending the approach to the 3-D case [9] was not
which this givesrise to are: successful. ,

1. The compatibility of the environment representation with the 4 adapt to structura changes in the environment, learning
manner by which the agent makes decisions and actuate motion,  echniques are suggested. Despite their diversity [10-12] the present
2. The informational adequacy of the representation (i.e. does the |eqrning techniques are unified in their reliance on experience asthe
representation encode enough information to generate a successful yriver of action selection. As was discussed earli er, the type of

action, . ) i ) environments which an agent is required to operate in rules out
3. If needeql, _the ability to augment the available information to, at experience as the only mechanism for action selection. Despite the
least, the minimum level that is needed to execute the task, popularity of the traditional Al approach, its fitness to synthesize
4. The ability to convert the acquired information into successful 4 tonomous and intelligent behavior is being seriously questioned

actions. o ) [13]. Brooks believe that for a successful grounding in physical
The agent may beop_eratlng inaknown or an unknowr_1 envi ror_1ment. redity, the agent must be situated, embodied, intelligent, and
To understand the difference befween the two cases, it must first be gmergent [14]. An architecture for mobile agentsthat satisfies these
noticed that aform which an agent uses to represent its environment requirements, the subsumbtion architecture, was suggested in [15].

is an instrument for encoding the information (11) that is available

about that environment. On the other hand, a representation thal Thig paper examines the congtruction of a BGM that would allows
assigns an action to every point in the space of possible eventsis 4, agent of arbitrary shape to move to a Sationary target in a
constructed by encoding the same information contained in theinput workspace that is populated by unknown, stationary forbidden
representation using a format that suits the agent's aCtuators of regions The BGM is required to adhere to the situated, embodied,
motion. In a known environment the amount of information that is jpiq)i gent, and emergent requirementsthat weresuggested by brooks.



It is also required to satisfy the four conditions that are stated at the outcome of an intended action prior to executing it. A representation
beginning of this section. Ideas from severa areas are used in the or a model may be looked upon as the crystal ball which the agent
development, namely: hybrid systems [16,17] which combine both uses to view the possible future from the present. One approach to
continuousand discrete phenomenain behavior generation., artificial constructing a representation is the discrete symbolic approach. To
Life [18] which emphasizes that information can be generated from construct a discrete symbolic model of an environment, first,
the interaction of a large number of elementary processes, and similarity grouping is used to partition the environment into
potential field method for motion synthesis[19], in particular, ones homogeneous components that are perceived as unities. Each part is
that utilize a potential field in the context of a Partial Differential then modeled and assigned an icon or a symbol. Theseicons arein
Equation, Ordinary Differential Equation (PDE-ODE) systems . turn related to each other using a hierarchical set of rules so that the
Finally, ideas from self, and self-monitoring in an agent are used behavior of theresulting discrete automaton sati sfactorily mimicsthat
[20]. These areas are used to develop three concepts that are of of theenvironment. Onedifficulty facing thisapproachisitsinherent
central importance to constructing the BGM. These concepts are: subjectivity which stems from the ambiguous notion of similarity.
parallel-distributed representationswhich areused instead of discrete Similarity is heavily reliant on the psychology of the agent that is
symbolic ones, a potential field expressed in the context of a doing the partitioning, the task which the representation is
PDE-ODE systemisaSelf-referential, Intelligent, Massive, Parallel, constructed for, and the amount of information that is a priori
Distributed (SIMPD) machine, and the concepts of autonomy, self, available. This is a serious obstacle in attaining universality which
and self-monitoring. This paper is organized as follows: section 2 allows awide range of agentsto use arepresentation for awide class
contains problem formulation, the concept of distributed of tasks. Another difficulty is encountered in inducing the relations
representations, SIMPD machines, self and autonomy followed by the among the symbols from an observed behavioral segment of the
structure of the BGM are discussed in section 3. Conclusions are environment. Even if the selected segment of behavior is "rich

placed in section 4. enough” to encode all the latent relations governing behavior, the
decoding process can never guarantee that the encoded relations are

2. PROBLEM FORMULATION properly extracted. While surface relations may be accurately

. modeled, the accuracy deteriorates as in-depth relations are sought

The BGM assumestheform: X = U (1) dfter. Since discrete symbolic representations are hierarchical in

nature, they face the additional difficulty of determining the depth of
where u is the control input (ueRY), and x and X are an such behavioral hierarchy. Also in partitioning an environment into
N-dimensional position and velocity vectors (X €RY). O isaset of a SiMilar components and assigning each component asymbol thereis
priori unknown regionsin R which the agent is required to avoid, the implicit assumptlon that the environment is stable enough to
T is the boundary of O (I'=30), and Q is the workspace which the, allow no changesin the structure of the:symbols. Any change of suich
agent is permitted to operatein (Q=R" - O). LetT'* beasubset of I' @ Sort requires the elaborate relation extraction process to be
that isa priori known to the agent (¢p<T" *cT'). Let Q be the state of Performed all over again. Unfortunately, realistic environments are
aDiscrete Event System (DES) [21]. At any time Q must assume a unlikely to sgpportthsrequwement. Repr&entmg an environment as
valuefromthebinary set {01} . Such aval ue dependson theevent the @9roup of discrete heterogeneous entities that are glued together via
local sensors register regarding the possible future position of the @ hierarchical set of relations is a long standing tradition in
state X +(t+dt), Therearetwo events, either X+isinQ (X+¢0) which Philosophy and science. There is, however, an opposing, but less
for this case Q assumes the value 0, or X+ isin aforbidden region POPUl&r, camp to the above point of view sressing tha
(X+€0) where Q is 1. The value of Q isdriven from Oto 1 at timet, 'ePresentations should be indivisible, and homogeneous. Such an
by a combination of the current belief which the agent is using to &gument can be traced back to the early Greek philosopher
direct its actions, the remaining unknown part of T' (I-T"*), and the Parmenides [22] whose ideas were vehemently rejected by Plato (a
location of thetarget. The, oppositetransitionin Qfrom1to 0 occurs Strong supporter hierarchical symbolic reasoning). Later Zeno (a
at t,and is caused by the modified belief which the agent uses for Student of Parmenides) paused hisfamous paradoxes[ 23] to show the
directingitsfutureactions (). Although Q experiencediscretejumps, [0gical contradictions that arise as a result of dividing a physical
the cause of these jumps is continuous. Therefore, the planner must Process into parts. Distributed representations has aready found
have a hybrid, continuous-in-time, discrete-in-time nature. Here SUpporters among modern mathematicians, system theorists, and
action selection is carried out by acontinuous process. The discrete Philosophers. Norbert Wiener said "The identity of a body is more
phenomenon is manifested as a pattern drawn on the continuous |1ke theidentity of aflame than that of a stone; it is the identity of a
process. The agent react to the X+€O event at t, by modifying its Structure, not of apiece of matter” [24,2_5]. In[26] Lefebvre viewed
belief so that atransition of Q from 1 to 0 occur at t,. The belief is @ entity or a process as a wave that glides on a substrate of parts
denoted by the vector field fi(x, T,Q.f.,) (fi eR"). fi mapsthe hybrid where the rel ation between the two is that _of asystem draw_n ona
situation space (xxTxQxf,,) into the N-dimensional, continuous, SYStém. And in [27] Campbell argues against the hypothesis that
action space (u), where the index i represents ti, and T is the target geometrical symbolsfare used by creatures, to _rnodel the environment
set. For successful action, the agent is required to synthesize afinite that they want to navigate. He postul ate the existence of amore subtle

set of successively dependent fi's ({ i :i=l,..,L<«}) so that: and distributed representation of the environment inside the agent.
. Also experiments by psychologists in the manner by which animal
x=f(x,T,Q,f) and children navigate their environment seems to support the
X(0) =X, €Q, fy=f (xI ", T), i € [1,..L] distributed repr@entatlpn hypothesis [.28]. Itis obwoulsthat. thereis
limx(t) - T ast_rong reason to consider the sz_eparatlon betvx_/een the |dent|ty_ of an
where t e [ty ....0) i-L , entity or a process and that of its parts (carrier), and to seriously
toe question the belief that a representation of a process may be
and x®nO=¢ Vvt (@) deconstructedinto partsand relationsthen reconstructed back without
distorting the identity of that process. With this in mind, the

3. ESSENTIAL CONCEPTS following guidelines are used for constructing a representation:
3.1: Paralld-distributed Models 1- A representation is a pattern that is imprinted on a substrate of

Implicit in the ability of an agent to plan is its ability to test the somekind.



2- Thesubstrateis chosen asaset of homogeneous, simple, automata ,ly=-log(Py)), the measure of mutual information (Ixy=
that densely covers the agent's domain of awareness. This domain log(Px,y/(Px.Py)) isindefinite (Px and Py arethe probability of x and
describesthe state of the environment and isreferred to as state space y respectively, and Px,y istheir joint probability). In an environment
x). where carefully designed modes of interaction are instituted among
3- The representation is sef-referential. A self-referentia the constituting agents, the net outcome from the interaction will far
representation may be constructed using a dense substrate of exceed the sum of theindividua contributions

automatathat depictsthe manner in which an agent act at every point IX+Ixy+1ly > IX +ly. (3)
in state space. Self-referential representations are completely at odd On the other hand, in "screwed up" environments the tota
with objectiverepresentations. They areaproduct of thecontroversial information maybemuch lessthan the self-information (aninteraction
stream of philosophy (originated by Socrates), and theory of that paralyzesthe members makesPx,y= 0, and Ixy --). It hasbeen
knowledge (epistemology) [29-32] which stresses that ontological shown experimentally and by simulation that sophisticated
(absolute or objective) reality does not exist, and any knowledgethat goal-oriented behavior can emerge from the local interaction of a
isacquired by the agent is subjective (self-referential.) large number of participants which exhibit a much more simplistic
4- In conformity with the view that objective reality is unattainable, behavior. This has motivated anew look at the synthesis of behavior
a representation is looked upon as merely a belief. Its value to an that is fundamentally different from the top-bottom approach.
agent is in how useful it is, not how well it represents its outside Artificial Life(AL)[18] approachesbehavior asabottom-up process
reality. Therefore, apattern that evolve asaresult of aself-regulating that is generated from elementary, distributed, local actions of

construction is at all phases of its evolution a legitimate
representation.

3.2. A Potential Field Expressed in the context of' a
PDE-ODE System isan SIMPD machine.

A machine is a two-port device that consist of an operator port, an
environment port, and a construction that would allow agoal set by
the operator, defined relative to the environment to be reached.
Despitethe significant advancesthat technology underwent sincethe
firstindustrial revolution, machines, mainly, remained reliant on the
operator's intellectual labor for instructions on how to deploy the
actuators of motion so that the goal is reached. In essence amachine
is reduced to mere "muscles’ of the operator, predictable, and
obedient. It seems that the attempts of CYBERNETICS to attach a
"true brain" to these muscles were forgotten [33]. CYBERNETICS
[24,25], or as Wiener defined it: "communication and control in the
animal and themachine," contradicted the belief that intelligenceand
purposive behavior is a monopoly of the human race.
CYBERNETICS is based on the controversial conjectures that a
machine can learn, can produce other machinesinitsownimage, and
can evolve to a degree where it exceeds the capabilities of its own
creator. It is no longer necessary for the operator to generate a
detailed and precise plan to convert the goal into a successful motor
action. The operator has to only provide a general outline of aplan
and themachinewill fill inthe"gaps"; hence confining the operator's
intervention to the high-level functions of the undergoing process.
Such functions dictate goals and constrain behavior. The machineis
supposed to transform the high-level commands into successful
actions. CYBERNETICS unifies the nature of communication and
control. It gives actionsthe soft nature of information. To acybernist
amachine that isinteracting with its environment is an agent that is
engaging in information exchange with other agents in its
environment. Inturn, amachineconsi stsof interacting subagents, and
is an interactive subagent in a larger machine. A controller which
forces an agent to comply with the will of the operator is seen as an
encoder that trandlates the requests of the operator to alanguage the
agent can understand. Therefore, an action is a message, and a
message is an information-bearing signal or simply information.
Accepting the above pavestheway for aqualitative understanding of

individual organismsinteracting in an environment. The manner in
which an individual interact with othersin itslocal environment is
called the Geno-type. On the other hand, the overall behavior of the
group (Phenotype, or P-type) evolvesin space and time as aresult of
theinterpretation of the Geno-typein the context of the environment.
The process by which the P-type devel op under the direction of the
G-typeis caled Morphogenesis [36].

To dlter its state in some environment an agent (from now on is
referred to as the operator) needs to construct a machine that would
interfaceitsgoal to itsactions. The machine (or interface) functionto
convert the goal into asequence of actionsthat areimbedded into the
environment(u,, U,,..,U ). These actions are designed to yield a
corresponding sequence of states (X,,X,,..,X,) S0 that the final state x,
isthe goal state of the operator. The action sequenceis called aplan
and it is a member of afield of plans (Action field) that densely
covers state space so that regardless of the starting point (x,), a plan
awaysexist to propel the agent to itsgoal. To construct amachine of
the above kind the operator must begin by reproducing itself (thisis
explained later in this section) by densely spreading operator-like
micro-agents at every point in state space (Figure-1). The only
difference between the operator-agent and an operator-like
micro-agent isthat the state of the Operator evolvesin timeand space
whilethe state of the micro-agent is stagnant and immobilized to one
a priori known point in state space. The second part of machine
congtruction is to induce the proper action structure over the
micro-agent group. It is obvious that a hierarchical, holistic,
centralized approach for inducing structure over thegroup entailsthe
existence of a central planning agent/s that is/are not operator-like.
Including such an agent in the machine violates organizationa
closure, i.e. the restrictions on intelligent machines receiving no
influx of external intelligence to help them realize their goals. In
other words, the agent is must be able to lift itself from its own
bootstraps. By restricting the forms of the agents constituting the
machineto that of the operator, an AL approach does not require the
intervention of any external intelligenceto help in the construction of
the machine. An AL approach, which is decentralized by definition
(i.e. no supervisor is needed), requires a microagent to locally
constrain its behavior (Genotype, or G-type behavior) using the

the ability of a machine to complement the plan of the operator. Let information derived from the states of the neighboring microagents
an information theoretic approach [34,35] be used to examine two (Figure-2). Unlike centralized approaches where each micro-agent
agents that are interacting or, equivalently, exchanging messages. hasto exert the"correct” actionin order to generate agroup structure
Assume that the activities of thefirst organism has Ix equivalenceof that unifies the micro-agents in one goal-oriented unit, an AL
information, and that the second has ly. Although what is being @proach only requires the microagents not to exert the "wrong"”
contributed by the interacting agents is equal to Ix+ly (self- action that would prevent the operator from proceeding to its goal.
information), the actual information content of the process is Obviously, not selecting the wrong action is not enough, onitsown,
Ix+Ixy+ly, where Ixy is caled mutual information. While the for each micro-agent to restrict itself to one and only one admissible
measure of self information is always positive definite (Ix=-log(Px) action that would constitute a proper building block of the global



structure that is required to turn the group into afunctional unit. In operator's action may be established. By applying the vector
an AL approach, the additional effort (besides that of the G-type differential operator to the potential field everywhere in state space,
behavior) needed to induce the global structure on the micro-agents a collective of micro agents is constructed. The second step in
is aresult of evolution in space and time under the guidance of the machine construction is to provide each microagent with the ability
environment. Thisinterpretation or guidanceiswhat eventually limits to generate a proper G-type behavior. G-type behavior is a
each micro-agent to one and only one action that is also the proper self-behavior where a micro-agent does not attempt to influence the

component in afunctioning group structure. actions of any of the micro-agents it is interacting with. Instead it
OO0 OXO OXO o formsasoft informational coupling with them whereit only observes

WONO OGO Oy their behavior then usesit to derive a self-action that governsits and
EXTXTXTXTXTXTX T only its behavior in state space. The above may be achieved by
gxoxo XOXQXQXQ constr;?\i ning thevgctor partial Qifferentigl opgrator (E) that describes

YOO OLOSOLOL®) the actions of amicro-agent using a partial differential operator that
é¥é¥606¥é¥é¥é¥ ! isdefined in state space (L). Unlike P, there are no restrictions on the

XTI XIXTXITXIXTX]T dimensionality of L. As for the last requirement, the effect of the

Q- *Q*Q“O"Q“C%g environment may be factored into the behavior generation process as
é,é%&%?fé?fé?%}é state boundary conditions in which a micro-agent synthesizes the
actionthat would constrain the behavior of the operator toanapriori

Figure-1: An interacting collective of micro-agents. known one that is rel eased upon encountering a certain situation in

the environment. The above three steps for building an intelligent
To construct a machine that operates in an AL mode, the operator machine describe a Hybrid PDE-ODE system (Figure-3). Therefore,
must have the means to: apotentia field expressed in the context of a PDE-ODE systemisa
1- Reproduce itself at every point in state space. Self-referential, Intelligent, Massive, Pardllel, Distributed (SIMPD)
2- Clone the geno-type behavior in each member of the micro-agent machine. For more details about the structure in Figure-3 see [19].
group. Figure-4 demonstratesthe ability of an SIMPD machineto generate,
3- Factor the environment in the behavior generation process. without any external assi stance, the necessary in-formationwhichthe
Self-reproduction is accomplished by densely covering state space agent needs to reach its goal. It also demonstrates the counter
with micro-agents described by the dynamical system intuitivefact that order can emerge from disorder, wheretherandom,
. senseless actions that are initially assigned to the group evolve into
x= f(x,u) (4)  coherent goal-oriented ones.
wherex;. isthea priori known location of thei'th micro-agent in state — Global Organization —— Local Utilization —
spacexeRN (i.e. x,. isaconstant), u isthe action (control input) under '
the disposal of the micro-agent (ueR¥, M < N), and x is the change Constraints Starting point
that micro-agent i (located at x;,can inducein the state of the operator
so that it is driven to X;, where Il |

=X+ ! ©)
X; = % +dtx(x) Target | . N I x0
.| Field Generation | o= S ——
B | | ki | |
= 1 ———
o % W Environment
777777777 Neiouing | (7”””3 ~—— Environment ————————— Agent — :
,,,,,,,,,, Qbservation """"'y‘ }
************* Figure-4: structure of a potential-based path-planning technique.
. S o 3.3AUTONOMY
Figure-2: Layers of functionsin an interactive micro-agent. To achieve autonomy an agent must be:

. e . . 1- Aware of its environment,
and dt is an infinitesimal time unit. The fact that the state of a 5. Aware of itself as a distinct entity in the environment,

micro-agent is immobilized makes x totally dependent on the 3. Haye the ability to formulate goals,

characteristics of the system and the selected action u a point X . 4. Have the Ability to bridge the gap between the mental world,
Therefore a micro-agent can be exactly represented by its action at \yhere the above three take place, and the physical world where
each point in state space. Here, creating an action group begins by actions take place,

covering the state space with a potential field that haslocally (point 5. Haye the ability to construct a plan.

wise) extractablevector featureshomogeneously covering thedomain

of thefield. The selected vector features are determined by thevector The ahove requirements are the basis for constructing cohesive
partial differential operator which operate on the potential field to mogules that are capable of self-motivation, self-monitoring,
induce the vector describing the action of the micro-agent. While sgif-organizing, and self-steering etc. It isobviousthat the concept of
there are no constraints on the dimensionality of the potential field the self is of central importance to constructing such modules and a
the dimensionality of the vector operator must be equal to the precise technical definition of the self is needed in order to build an

dimensionality of the action (control) space so that an onto, gtonomous agent. Unfortunately, thisimportant concept is plagued
one-to-one correspondence between the induced vector and the with problems. To begin with, the self is not a uniquely defined



concept. It may refer to two different phenomena[20]: intheagent’ sinternal functioning, amismatch between outcomesand
expectations, or the presence of hazard in the vicinity of the agent.
1"Self as an organization of the entity where the self isa denotation Once dissonance arise, the agent immediately stops using the action
of the synthetic individual ity and autonomy of an organized system", instructions that are based on the current belief that was aready
2- "Self asasubject that reflectsupon its"self". The self inthissense falsified by the rise of dissonance. At the same time, the dissonance
isconceived asakind of separate sub-entity that observes onesself." signal setsthe SIMPD machinein aself- organizing modeto generate
a dissonance-free action plan that is based on the new modified
The first is called the "self" and the second is called the "I" or the belief. Figure-5 shows the structure of a BGM that behave in the
"ego" where the | is the self observer". Some of the I's known above manner.
functions are to recognize the self by making the distinction between

the ] - Subjective Environment [ Objective Environment
agent and the environment. It aso keep a conscious Belief . -

self-monitoring whereit emergesif adissonance occur and dissipate ] ’ Reality

if amastered, coherent plan is active. While the self may be defined Constraints @ rance Alert

as the body of the agent and any physically measurable processesin _

it, the problem of what the | isand "the emergence of its activitiesin l

which the ego not only distinguishes its "self* as the object among . R .

other objects but sees and spesks about its "self* asthe originator of ~ Goal Evolving | struct Jeachion| L eal

an action is still unresolved” [20]. To complicate things more, the —| Belief | iomw Agent Env.

coupling between the two (i.e. how apprehension turnsinto reality) Potential field Action

which is known as the mind-body or mind-brain problemisstill at a

very undevel oped stage [37,38]. I ] |
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Figure-5: The suggested BGM
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4. CONCLUSIONS:

In this paper an epistimologically-correct structure for behavior
generation is suggested for the purposive integration of an agentin a
stationary environment. Unlike existing structureswhere centralized

autonomy isachievable. Pseudo-autonomy bypassesthe problematic mOdUI.% separatgly handlg repr@enta@ion, corttrol, communication,
concept of the ego by permitting theinitial intervention of an external reasoning, and mfor_matlon processing, the suggested structure
agent to set the dimensions of the self (i.e. define what separates the distribute these faculties on amassve number of elementary agents
agent from its environment; it also tells it what means under its where e_ach_ locally ar_1d smlijltaneo_usly perfqrm t_kll_?] actls bczj
disposal to affect its environment). Despite the lack of a precise fcomnjunlcamon, rﬁasonln%ede;r& motlonlczlc'lfuatlogéd he glob:

definition of the I, the little available information characterizing its unction-patternsthat are n to semantically embed the agent in

behavior combined with the concepts of an SIMPD machine and Its environment emerge &s a result of th.e constructive ir)teraction
Parallel-Distributed representations are enough for building a useful among the elementary agen_ts undt_er the gw_dance_ of theernvi ronmgnt.
pseudo-autonomous BGM. One of the fundamental assumptionsthe Such amanner for generating action provides high robustness, high
BGM isbased on regards the physical environment as the inducer of erX|b|I|_ty, and true m_telhgencc_a. The_ sugg_&eted siructure was used
a subjective (self-referential) form that appears in the mental asabastlsfor de\{el oping avariety of |nt.eII|gent controllers (.:apable
environment of the operator. Thisform is used as adescriptor of the of plannlng motl_on for _smgle or mgltlple agents under different
environment. The environment remainsasan unattainablereality that assumptionsand in avariety of situations[39-46].

cannot be objectively characterized. On the other hand, the agent is

assumed to have a dual nature (i.e. it has two interconnected parts. Aknowledgement : The author would like to thank KFUPM
onethat belongsto the objective environment, and the other belongs for its support of this work.
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