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Optimal Multiobjective Design of Robust Power
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Abstract—Optimal multiobjective design of robust multima-
chine power system stabilizers (PSSs) using genetic algorithms is
presented in this paper. A conventional speed-based lead-lag PSS
is used in this work. The multimachine power system operating at
various loading conditions and system configurations is treated as
a finite set of plants. The stabilizers are tuned to simultaneously
shift the lightly damped and undamped electromechanical modes
of all plants to a prescribed zone in the s-plane. A multiobjective
problem is formulated to optimize a composite set of objective
functions comprising the damping factor, and the damping ratio
of the lightly damped electromechanical modes. The problem of
robustly selecting the parameters of the power system stabilizers is
converted to an optimization problem which is solved by a genetic
algorithm with the eigenvalue-based multiobjective function. The
effectiveness of the suggested technique in damping local and
interarea modes of oscillations in multimachine power systems,
over a wide range of loading conditions and system configurations,
is confirmed through eigenvalue analysis and nonlinear simulation
results.

Index Terms—Dynamic stability, genetic algorithms, multiple
objective optimization, robustness, simultaneous stabilization.

I. INTRODUCTION

T HE EMPLOYMENT of power system stabilizers for im-
proving the dynamic stability of power systems has re-

ceived increasing interest during the past two decades [1]–[19].
Presently, the conventional lead-lag power system stabilizer is
widely used by power system utilities. Recently, several ap-
proaches based on modern control theory have been applied to
the PSS design problem. These include optimal, adaptive, vari-
able structure, and intelligent control [2]–[4]. Despite the po-
tential of modern control techniques with different structures,
power system utilities still prefer the CPSS structure [6]. The
reasons behind that might be the ease of online tuning and the
lack of assurance of the stability related to some adaptive or vari-
able structure techniques.

Different techniques of sequential design of PSSs are pre-
sented to damp out one of the electromechanical modes at a time
[7]. However, this approach may not finally lead to an overall
optimal choice of PSS parameters. Moreover, the stabilizers de-
signed to damp one mode can produce adverse effects in other
modes. Also, the optimal sequence of design is a very involved
question. The sequential design of PSSs is avoided in [8] and [9].
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Unfortunately, the proposed techniques are iterative and require
heavy computation burden due to system reduction procedure.
In addition, the initialization step of these algorithms is crucial
and affects the final dynamic response of the controlled system.
Therefore, a final selection criterion is required to avoid long
runs of validation tests on the nonlinear model.

optimization techniques [10], [11] have been applied to
robust PSS design problem. However, the importance and dif-
ficulties in the selection of weighting functions of opti-
mization problem have been reported. In addition, the additive
and/or multiplicative uncertainty representation cannot treat sit-
uations where a nominal stable system becomes unstable after
being perturbed [12]. Moreover, the pole-zero cancellation phe-
nomenon associated with this approach produces closed loop
poles whose damping is directly dependent on the open loop
system (nominal system) [13]. On the other hand, the order of
the -based stabilizer is as high as that of the plant. This gives
rise to complex structure of such stabilizers and reduces their ap-
plicability. Although the sequential loop closure method [14] is
well suited for online tuning, there is no analytical tool to decide
the optimal sequence of the loop closure.

On the other hand, Kunduret al. [15] have presented a com-
prehensive analysis of the effects of the different CPSS parame-
ters on the overall dynamic performance of the power system. It
is shown that the appropriate selection of CPSS parameters re-
sults in satisfactory performance during system upsets. In addi-
tion, Gibbard [16] demonstrated that the CPSS provide satisfac-
tory damping performance over a wide range of system loading
conditions. The robustness nature of the CPSS is due to the
fact that the torque-reference voltage transfer function remains
approximately invariant over a wide range of operating condi-
tions. A gradient procedure for optimization of PSS parameters
at different operating conditions is presented in [17]. Unfortu-
nately, the optimization process requires computations of sensi-
tivity factors and eigenvectors at each iteration. This gives rise to
heavy computational burden and slow convergence. In addition,
the search process is susceptible to be trapped in local minima
and the solution obtained will not be optimal.

A genetic algorithm (GA)-based approach [20]–[23] to
robust PSS design, in which several operating conditions and
system configurations are simultaneously considered in the
design process, is presented in [18] and [19]. The advantage
of the GA technique is that it is independent of the complexity
of the performance index considered. It suffices to specify the
objective function and to place finite bounds on the optimized
parameters. In [19], the robust PSS design was formulated as a
single objective function problem, and not all PSS parameters
were considered adjustable.
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However, in practice, one is typically confronted with mul-
tiple objective functions [24], [25] and these objective functions
are generally of diverse natures. In this paper, the problem of ro-
bust PSS design is formulated as a multiobjective optimization
problem and GA is employed to solve this problem. Moreover,
unlike [19], all PSS parameters were considered adjustable, and
more severe disturbances were used to assess the potential of the
multiobjective approach. Robustness is achieved by considering
several operating conditions and system configurations simulta-
neously. The multiobjective problem is concocted to optimize a
composite set of two eigenvalue-based objective functions com-
prising the desired damping factor, and the desired damping
ratio of the lightly damped and undamped electromechanical
modes. The use of the first objective function will result in PSSs
that shift the lightly damped and undamped electromechanical
modes to the left-hand side of a vertical line in the complex
s-plane; hence, improving the damping factor. The use of the
second objective function will yield PSSs’ settings that place
these modes in a wedge-shape sector in the complex s-plane,
thus improving the damping ratio of these modes. Consequently,
the use of the multiobjective function will therefore guarantee
that the relative stability, and the time domain specifications are
concurrently secured.

The proposed design approach has been applied to a multima-
chine power system. The eigenvalue analysis and the nonlinear
simulation results have been carried out to assess the effective-
ness of the proposed PSSs under different disturbances, loading
conditions, and system configurations.

II. PROBLEM STATEMENT

A. Power System Model

Consider the problem of determining the parameters of a
power system stabilizer that relatively stabilize a family of
plants simultaneously (representing the power system operating
at various conditions)

(1)

where is the state vector and is the
supplementary stabilizing signals.

In this study, , where and are the
rotor angle and speed, respectively, andand are the in-
ternal voltage, and the field voltage, respectively.

B. PSS Structure

A widely used speed-based conventional PSS is considered
throughout the study. The transfer function of theth PSS is

(2)

The first term in (2) is a washout term with a time lag. The
second term is a lead compensation to improve the phase lag
through the system. The parametersis assumed fixed in the
study.

The remaining parameters, namely,, , , , and
are assumed to be adjustable parameters. The optimiza-

tion problem, namely, the selection of these PSS parameters,

Fig. 1. Region in the left-side of the s-plane where� � � .

Fig. 2. A wedge-shape sector in the s-plane where� � � .

is solved using GAs. For a given operating point, the multima-
chine power system is linearized around the operating point, the
eigenvalues of the closed-loop system are computed, and the ob-
jective function is evaluated using only the unstable and lightly
damped eigenvalues that need to be shifted.

C. Objective Functions

1) To have some degree of relative stability. The parameters
of the PSS may be selected to minimize the following
objective function:

(3)

where is the number of operating points considered
in the design process, and is the real part of theth
eigenvalue of theth operating point, subject to the con-
straints that finite bounds are placed on the power system
stabilizer parameters. The relative stability is determined
by the value of . This will place the closed-loop eigen-
values in a sector in which as shown in Fig. 1.

2) To limit the maximum overshoot, the parameters of the
PSS may be selected to minimize the following objective
function:

(4)

where is the damping ratio of theth eigenvalue of
the th operating point. This will place the closed-loop
eigenvalues in a wedge-shape sector in which
as shown in Fig. 2.

3) The single objective problems described may be con-
verted to a multiple objective problem by assigning
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Fig. 3. A D-shape sector in the s-plane where� � � and� � � .

Fig. 4. Single line diagram for the New England System.

distinct weights to each objective. In this case, the
conditions and are imposed simul-
taneously. The parameters of the PSS may be selected to
minimize the following objective function:

(5)

This will place the system closed-loop eigenvalues in the
D-shape sector characterized by and
as shown in Fig. 3.

It is necessary to mention here that only the unstable or lightly
damped electromechanical modes of oscillations are relocated.

Fig. 5. Variations of the objective functionsJ ; J , andJ (for a = 10).

The design problem can be formulated as the following con-
strained optimization problem, where the constraints are the
PSS parameter bounds:

(6)

The proposed approach employs GA (Appendix) to solve this
optimization problem and search for optimal or near optimal set
of PSS parameters , , , ; ,
where is the number of machines.

III. RESULTS AND DISCUSSIONS

A. Test System

In this study, the ten-machine 39-bus New England power
system shown in Fig. 4 is considered [26]. Generatoris an
equivalent power source representing parts of the U.S.-Canadian
interconnection system. it is assumed here that all generators
except are equipped with PSSs.

B. PSS Design

To design the proposed PSSs, three different operating condi-
tions that represent the system under severe loading conditions
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TABLE I
EIGENVALUES AND DAMPING RATIOS OF ELECTROMECHANICAL MODESWITH AND WITHOUT PSSS

and critical line outages in addition to the base case are con-
sidered. These conditions are extremely harsh from the stability
viewpoint [27]. They can be described as

• Case1: outage of line 21–22;
• Case2: outage of line 1–38;
• Case3: outage of line 21–22, 25% increase in loads at

buses 16 and 21, and 25% increase in generation of.

The electromechanical modes and damping ratios without PSSs
for all conditions are given in Table I. It is clear that these modes

are poorly damped and some of them are unstable. There are 45
parameters to be optimized, namely, , , , and ,

. The time constant is set to be 5 s [17].
In this study, and are chosen to be 1.0 and 0.20, re-

spectively. Several values for the weightwere tested; it was
found that the effect of varying on the final goals is minimal.
The results presented here are for .

The convergence rate of the single objective functionsand
, and the multiobjective function are shown in

Fig. 5.



ABDEL-MAGID AND ABIDO: MULTIOBJECTIVE DESIGN OF ROBUST POWER SYSTEM STABILIZERS USING GAs 1129

Fig. 6. Eigenvalues associated with electromechanical modes (J ).

Fig. 7. Eigenvalues associated with electromechanical modes (J ).

The final value of the objective function is , indi-
cating that all of the electromechanical modes have been shifted
to the left of the vertical line . The final value of the
objective function is , indicating that all of the electro-
mechanical modes have been shifted to the specified wedge-
shape sector in the s-plane. The final value of the objective
function is is , indicating that all of
the electromechanical modes have been shifted to the speci-
fied D-shape sector in the s-plane. The system electromechan-
ical modes, for the base case and the three operating conditions
(cases 1–3), without and with the PSSs tuned using , and

Fig. 8. Eigenvalues associated with electromechanical modes[J = J +
10J ].

TABLE II
OPTIMAL PSSS PARAMETERS

are listed in Table I. They are also portrayed in the complex
s-plane as shown in Figs. 6–8.
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Fig. 9. Speed deviations (nonlinear system).

It can be readily seen from Table I and Figs. 6–8 that, for all
objective functions considered, none of the system eigenvalues

Fig. 10. Internal voltage variations (nonlinear system).

associated with the electromechanical modes lie outside the rel-
evant prescribed area. Note that the parameter settings associ-
ated with are not able to shift the electromechanical modes
in the region specified by . The parameter settings asso-
ciated with are not able to shift the electromechanical modes
in the region specified by . However, the parameter
settings associated with the multiobjective functionachieved
both goals, namely and . This clearly indicates
that the single objective approach is not able to shift all electro-
mechanical modes to the prescribed D-shape sector.

This fact indicates that the closed-loop plant performance
is consistent with the design requirements in spite of changes
in the operating conditions, and system configurations. More-
over, it is also clear that the system damping with the proposed

-tuned PSSs is greatly improved.
The final values of the optimized parameters with both single

objective functions and , and the multiobjective function
are given in Table II.

C. Nonlinear Time-Domain Simulation

To demonstrate the effectiveness of the PSSs tuned using
the proposed multiobjective function over a wide range of op-
erating conditions, the following disturbance is considered for
nonlinear time simulations.

• A six-cycle fault disturbance at bus 29 at the end of line
26–29. The fault is cleared by tripping the line 26–29 with
successful reclosure after 1.0 s.

The performance of the PSSs when the multiobjective function
is used in the design is compared to that of the PSSs designed

using the single objective functions or . The speed devi-
ations of generators , and are shown in Fig. 9.
It is clear that the system response with the PSSs tuned using
the multiobjective function settles faster, and provides supe-
rior damping in comparison with the case when either ofor

are used. This indicates that the time domain specifications
were simultaneously met. For completeness, the internal voltage
of the same generators, when the multiobjective functionis
used, are shown in Fig. 10.

IV. CONCLUSIONS

In this study, optimal multiobjective design of robust
multimachine power system stabilizers (PSSs) using GAs is
proposed. A conventional speed-based lead-lag PSS is used in
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Fig. 11. Blend crossover operator (BLX-a).

this work. The multimachine power system operating at various
loading conditions, and system configurations is treated as a
finite set of plants. The stabilizers are tuned to simultaneously
shift the lightly damped electromechanical modes of all plants
to a prescribed zone in the s-plane. A multiobjective problem is
formulated to optimize a composite set of objective functions
comprising the damping factor, and the damping ratio of the
lightly damped electromechanical modes. The problem of ro-
bustly selecting the parameters of the power system stabilizers
is converted to an optimization problem which is solved by a
GA with the eigenvalue-based multiobjective function.

The eigenvalue analysis confirms that the closed-loop plant
performance is consistent with the design requirements in spite
of changes in the operating conditions, and reveals the supe-
riority of the PSSs tuned using the multiobjective function in
damping local and interarea modes of oscillations.

The nonlinear time-domain simulation results show that the
proposed PSSs work effectively over a wide range of loading
conditions and system configurations.

APPENDIX

GENETIC ALGORITHMS

Due to difficulties of binary representation when dealing with
continuous search space with large dimension, the proposed ap-
proach has been implemented using real-coded genetic algo-
rithm (RCGA) [28]. A decision variable is represented by
a real number within its lower limit and upper limit (i.e.,

). The RCGA crossover and mutation operators are
described as follows.

Crossover: A blend crossover operator (BLX-) has been
employed in this study. This operator starts by choosing ran-
domly a number from the interval

, where and are the th parameter values of the parent
solutions and . To ensure the balance between exploita-
tion and exploration of the search space, is selected.
This operator is depicted in Fig. 11.

Mutation: The nonuniform mutation operator has been em-
ployed in this study. In this operator, the new value ofthe
parameter after mutation at generationis given as

(A.1)

(A.2)

where is a binary random number, is a random number
, is the maximum number of generations, and

is a positive constant chosen arbitrarily. In this study,
was selected. This operator gives a value such that the
probability of returning a value such that the prob-
ability of returning a value close to increases as the algorithm
advances. This makes uniform search in the initial stages where

is small and very locally at the later stages.
RCGA has been applied to search for optimal settings of the

optimized parameters of the proposed PSSs. In our implemen-
tation, the crossover and mutation probabilities of 0.9 and 0.01,
respectively, are found to be quite satisfactory. The number of
individuals in each generation is selected to be 100. In addition,
the search will terminate if the best solution does not change for
more than 50 generations or the number of generations reaches
500.
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