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Abstract

A pole placement technique for power system stabilizer (PSS) and thyristor controlled series capacitor (TCSC) based stabilizer using
simulated annealing (SA) algorithm is presented in this paper. The proposed approach employs SA optimization technique to PSS (SAPSS)
and TCSC-based stabilizer (SACSC) design. The design problem is formulated as an optimization problem where SA is applied to search for
the optimal setting of the proposed SAPSS and SACSC parameters. A pole placement-based objective function to shift the dominant
eigenvalues to the left in theplane is considered. The proposed SAPSS and SACSC have been examined on a weakly connected power
system with different disturbances, loading conditions, and system parameter variations. Eigenvalue analysis and nonlinear simulation results
show the effectiveness and the robustness of the proposed stabilizers and their ability to provide efficient damping of low frequency
oscillations. In addition, the performance of the proposed stabilizers outperforms that of the conventional power system stabilizer
(CPSS). It is also observed that the proposed SACSC improves greatly the voltage profile of the system under severe disturbances.
© 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction a final selection criterion is required to avoid long runs of
validation tests on the nonlinear model. Other techniques
Power systems are experiencing low frequency oscilla- such as mathematical programming [4] have been applied
tions due to disturbances. The oscillations may sustain andto the problem of tuning of PSSs. The problem has been
grow to cause system separation if no adequate damping iformulated as both a quadratic and a linear programming
available. To enhance system damping, the generators ar@roblem. However, this formulation is carried out at the
equipped with power system stabilizers (PSSs) that provide expense of some conservativeness and the number of
supplementary feedback stabilizing signals in the excita- constraints becomes unduly large. A gradient procedure
tion systems. PSSs extend the power system stabilityfor optimization of PSS parameters is presented in [5].
limit by enhancing the system damping of low frequency The optimization process requires computations of sensitiv-
oscillations associated with the electromechanical modesity factors and eigenvectors at each iteration. This give rise
[1]. to heavy computational burdens and slow convergence. In
Eigenvalue assignment techniques have been reported irmddition, the search process is susceptible to be trapped in
the literature pertaining to design problems of conventional local minima and the solution obtained will not be optimal.
power system stabilizers (CPSSs) [2,3]. Unfortunately, the Several approaches based on modern control theory have
proposed techniques are iterative and require heavy compu-been applied to PSS design problem. These include optimal
tation burden due to system reduction procedure. This givescontrol, adaptive control, variable structure control, and
rise to time consuming computer codes. In addition, the intelligent control [6—9].
initialization step of these algorithms is crucial and affects  The recent advances in power electronics have led to the
the final dynamic response of the controlled system. Hence,development of reliable and high-speed flexible AC trans-
different designs assigning the same set of eigenvalues weramission system (FACTS) devices [10—12] such as static
simply obtained by using different initializations. Therefore, VAR compensator (SVC), thyristor-controlled phase shifter
(TCPS), and thyristor controlled series capacitor (TCSC).
* Tel.: +966-3-860-4379; fax:966-3-860-3535. FACTS are designed to enhance power system stability by
E-mail addressmabido@kfopm.edu.sa (M.A. Abido). increasing the system damping in addition to their primary
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Nomenclature v R+ X &
Pn Mechanical input power of the generator e
P Electrical output power of the generator
Z Transmission line impedancg,= R + jX "
Y, Local load admittancey, =g+ jb
D Damping constant of the generator
8 Rotor angle of the generator
® Speed of the generator Fig. 1. Single machine infinite bus system with a TCSC.
p Derivative operator did
= Field voltage and the lack of assurance of the stability related to some
Tho Open circuit field time constant adaptive or variable structure techniques. Itis shown that the
Xg d-axis reactance of the generator appropriate selection of conventional lead-lag stabilizer
X, d-axis transient reactance of the generator parameters results in effective damping to low frequency
Xq g-axis reactance of the generator oscillations [23]. _ _ _
Ka Gain of the excitation system In the last few years, simulated annealing (SA) algorithm
Ta Time constant of the excitation system [24—26] appeared as a promising heuristic algorithm for
Vit Reference voltage handling the combinatorial optimization problems. It has
v Terminal voltage of the generator been theoretically proved that the SA algorithm converges
Vy d-axis component of the terminal voltage to the optimum solution. The SA algorithm is robust, i.e. the
Vq g-axis component of the terminal voltage final solution quality does not strongly depend on the choice
i d-axis component of the armature current of the initial solution. Therefore, the algorithm can be used
iq g-axis component of the armature current to improve the solution of other methods. Another strong
E, Transient EMF ing-axis of the generator feature of SA algorithm is that a complicated mathematical
Upss  Output signal of the PSS model is not required and the constraints can be easily incor-
Uesc  Output signal of the TCSC-based stabilizer porated [24]. Unlike the gradient-descent techniques, SA is
X . TCSC reference reactance a derivative-free optimization algorithm and no sensitivity
Xcse  TCSC reactance analysis is required to evaluate the objective function. This
Ke Gain of the TCSC feature simplifies the constraints imposed on the objective
Te Time constant of the TCSC function considered.

In this paper, a pole placement technique for simulated

annealing-based PSS (SAPSS) and simulated annealing-
functions such as voltage and power flow control. In this based TCSC stabilizer (SACSC) design is presented. The
paper, the TCSC as one of the promising FACTS devices isdesign objective is to shift the unstable and poorly damped
considered. modes to the left in the-plane. The proposed SAPSS and
A considerable attention has been directed for investigat- SACSC have been applied and tested on a weakly connected
ing the effect of TCSC on power system stability [13—20]. power system under several loading conditions and severe
Several approaches based on modern control theory havelisturbances. The effectiveness of the proposed stabilizers
been applied to TCSC controller design. Chen et al. [13] to extend the system stability limit and to improve
presented a state feedback controller for TCSC by using athe system voltage profile is demonstrated. In addition, the
pole placement technique. However, the controller requires robustness of the proposed stabilizers to system parameter
all system states. This reduces its applicability. Chang andvariations is examined.
Chow [14] developed a time optimal control strategy for
the TCSC where a performance index of time was mini-
mized. A fuzzy logic controller for a TCSC was proposed 2. Thyristor controlled series capacitor
in [15]. The impedance of the TCSC was adjusted based on
machine rotor angle and the magnitude of the speed devia- In this study, a single machine infinite bus system with a
tion. In addition, different control schemes for a TCSC TCSC shown in Fig. 1 is considered. A TCSC has been
were proposed such as variable structure controller placed in series with the transmission line to change the
[16,17], bilinear generalized predictive controller [18], line flow. Therefore, a TCSC can extend the power transfer
H.-based controller [19], and neural network controller capability and provide additional damping for low
[20]. frequency oscillations. The configuration of a TCSC is

Despite the potential of modern control techniques with
different structures, power system utilities still prefer a
conventional lead-lag controller structure [21-23]. The

shown in Fig. 2. It comprises a fixed capacitor in parallel
with a thyristor-controlled reactor. Controlling the firing
angle of the thyristors can regulate the TCSC reactance

reasons behind that might be the ease of on-line tuning and its degree of compensation.
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Fig. 2. The configuration of TCSC.
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3. Linearized power system model

The generator is represented by the third-order model
comprising of the electromechanical swing equation and

the generator internal voltage equation. The swing equatio
is divided into the following equations:

pd = wp(w — 1) D
P,—P.—D)(w—1

pu= Cn=Pe— Do - 1) @

P., is assumed to be constant afdcan be expressed as
Pe = Vdid + tiq (3)

The internal voItageEg, equation is

Eiy — —xiqy — E!
pEL = (Efg — (Xg — Xq)lg q) @

!
Tdo

The IEEE Type-ST1 excitation system shown in Fig. 3 is
considered in this study. It can be described as

_ (Ka(Vrer =V + Ups9 — Efq)

PE« T 6)
where

V=g + V) (6)
Vo = Xqiq (N
Vg = Eq — Xqig (8

Fig. 4 illustrates the block diagram of a TCSC with conven-

tional lead-lag stabilizer. The TCSC dynamics can be combinatorial optimization. Annealing is

Energy Systems 22 (2000) 543-554 545
expressed as
f
_ (Ke(XCsc + Ucse) — Xeso)
pXcsc = T ©
Cc
whereXEL represents the desired degree of compensation.

In the design of damping controller, the linearized incre-
mental model around a nominal operating point is usually
employed [1]. The linearized power system model can be
written as, see Appendix A,

-0 377 0 0 7
pAS K D K
Ao M M M
el ke, ke 2

| PAEa Tho Tho  Tho
PAE¢g KaKs KaKe 1

| Ta Ta Ta
AS o K
M
Aw Upss
AEj T AXesc
AEy Ko KaK,
| T, Ta

(10)
In short, the linearized system model can be written as
pX = AX+ BU 11

Fig. 5 illustrates the block diagram of the linearized
power system model. The expressions of constants
Ki — Ke, Ky, Kg andK, are given in Appendix A.

4. Simulated annealing algorithm
4.1. Overview
Simulated annealing is an optimization technique that

simulates the physical annealing process in the field of
the physical

Ey”
K, /
E
1+ 5T, 7 >
Eq
Aw
" sT, (1+~"T1Pss 1+ 5T pgs ) ¢—
P
14T, " 14T, pg 14 5T, pgs

min
Upss

Fig. 3. IEEE Type-ST1 excitatio

Conventional lead-lag PSS

n system with conventional PSS.
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max
X csc

KC / » Xcsc
1+sT, /

min
XCSC

csc

sT, ( 14 5T, 50 14 5T, o5c ) Aw
1+5T, " 1+sT,ee  14+5T, 0

U, Conventional lead-lag controller

Fig. 4. TCSC with conventional lead-lag stabilizer.

process of heating up a solid until it melts, followed by slow other hand, ifE; = E; the trial configuration is accepted
cooling it down by decreasing the temperature of the envir- as current configuration with probability proportional to
onment in steps. At each step, the temperature is maintainecexp(—AE/T), AE = E; — E.. The process continues until
constant for a period of time sufficient for the solid to reach the thermal equilibrium is achieved after a large number
thermal equilibrium. At any temperatur€, the thermal of perturbations, where the probability of a configuration

equilibrium state is characterized by tBeltzmann distri- approaches thBoltzmann distribution.

bution This distribution gives the probability of the solid By gradually decreasing the temperattirand repeating

being in a state with energyE; at temperaturd as Metropolis simulation, new lower energy levels become
achievable. AsT approachegero least energy configura-

P = kexp(—E/T) 12 tions will have a positive probability of occurring.

wherek is a constant. 4.2. SA algorithm

Metropolis et al. [25] proposed a Monte Carlo method to
simulate the process of reaching thermal equilibrium at a  Atfirst, the analogy between a physical annealing process
fixed value of the temperatufe In this method, a randomly  and a combinatorial optimization problem is based on the
generated perturbation of the current configuration of the following [24]:
solid is applied so that a trial configuration is obtained.
Let E. and E; denote the energy level of the current and e Solutions in an optimization problem are equivalent to
trial configurations, respectively. E, < E., then a lower configurations of a physical system.
energy level has been reached, and the trial configuration ise The cost of a solution is equivalent to the energy of a
accepted and becomes the current configuration. On the configuration.

K, |«

AE, K, +sT,, + AE,

» K

Fig. 5. Block diagram of the linearized power system model.
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In addition, a control parameté€l, is introduced to play the
role of the temperaturé.

The basic elements of SA are briefly stated and defined as
follows.

¢ Equilibrium condition:it occurs when the current solu-
tion does not change for a certain number of iterations at
a given value ofC,. It can be achieved by generating a
large number of transitions at that value@f

e Stopping criteria:these are the conditions under which

e Current, trial, and best solutions,cens Xuial» @Nd Xpest the search process will terminate. In this study, the search

these solutions are sets of the optimized parameter values
at any iteration.

e Acceptance criterion: at any iteration, the trial
solution can be accepted as the current solution if it
meets one of the following critera—(@)(Xyia) <
‘J(Xcurrem); (b) J(Xtrial) > J(Xcurrent) and exm_(J(XtriaI) -
J(Xeurrend)/Cp) = randO, 1). Here, rand(0,1) is a random
number with domain [0,1] and(Xyia) and J(Xeurren) are

the objective function values associated with, and
Xeurrens FESPeCtively. Criterion (b) indicates that the trial
solution is not necessarily rejected if its objective func-
tion is not as good as that of the current solution with
hoping that a much better solution becomes reachable.
Acceptance ratio:at a given value ofC,, an n; trial
solutions can be randomly generated. Based on the
acceptance criterion, an, of these solutions can be
accepted. The acceptance ratio is defined,as.

Markov chain:it is defined as a sequence of trial solu-
tions where the probability of the outcome of a given trial
solution depends only on the outcome of the previous
trial solution. In the SA algorithm, the set of the
outcomes is given by the finite set of solutions. The
acceptance criteria described above show clearly that
the outcome of a trial solution depends only on the
outcome of the previous one. Hence, the concept of the
Markov chain can be used [24]. The allowable number of
transitions at each value of the control paramefgr
represents the length of each chain.

Cooling scheduleit specifies a set of parameters that
governs the convergence of the algorithm. This set
includes an initial value of control paramet€h, a
decrement function for decreasing the valueGgf and

a finite number of iterations or transitions at each value of
C,, i.e. the length of each homogeneous Markov chain.
The initial value ofC, should be large enough to allow
virtually all transitions to be accepted. However, this can
be achieved by starting off at a small value @f and
multiplying it with a constant larger than &, i.e. Cyo =
aCp. This process continues until the acceptance ratio is
close to 1. This is equivalent to heating up process in

physical systems. The decrement function for decreasing Upss= KPSbl + STy,

the value ofC; is given by C, = uC, where u is a
constant smaller than but close to 1. Typical values lie

between 0.8 and 0.99 [24]. The acceptance criteria showYcsc = Kcscl ¥ ST,

that at large values o€, large deteriorations will be
accepted; a<C, decreases, only smaller deteriorations
will be accepted and finally, &S, approachegerg no

will terminate if one of the following criteria is satis-
fied—(a) the number of Markov chains since the last
change of the best solution is greater than a prespecified
number; or (b) the number of Markov chains reaches the
maximum allowable number.

The general algorithm of SA can be described in steps as

follows.

Step 1Set the initial value oy and randomly generate
an initial solutionx;,;s and calculate its objective func-
tion. Set this solution as the current solution as well as the
best solution, i.€Xinitial = Xcurrent = Xpest

Step 2Randomly generate am of trial solutions in the
neighborhood of the current solution.

Step 3Check the acceptance criterion of these trial solu-
tions and calculate the acceptance ratio. If acceptance
ratio is close to 1 go to step 4; else &€& = aCpyo, @ >

1, and go back to Step 2.

Step 4Set the chain countédgy, = 0.

Step 5Generate a trial solutioRyy. If Xyiq Satisfies the
acceptance criterion  setXgyrent= Xtial» JXcurrend =
J(Xyia)), @nd go to Step 6; else go to Step 6.

Step 6Check the equilibrium condition. If it is satisfied
go to Step 7; else go to Step 5.

Step 7Check the stopping criteria. If one of them is
satisfied then stop; else séf, =k; +1 and C, =
uCp, w < 1, and go back to Step 5.

5. Proposed design approach

5.1. Structure of the proposed stabilizers

A conventional lead-lag controller structure for both

SAPSS and SACSC as shown in Figs. 2 and 3 is considered
in this study. The stabilizing signals of the proposed SAPSS
and SACSC can be expressed as

Aw (1
1+sTpss/\1+ ST, PSS) © (13

14

In this structure, the washout time constaptand the time

deteriorations will be accepted at all. This feature, in constantd, pss T4 pss T2 csc @nd Ty, cscare usually prespe-

contrast to gradient-descent and other local search algo-cified.
Tocsc= Tacsc=0.1s The controller gains,Kpss and

rithms, avoids trapping in local minima.

In this Study, TW =5s and T2 PSS— T4 pPSS—
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Kese and time constantsl; pss Tz pss T1 cse and Tz csc Table 1
remain to be determined. The optimal settings of the controller parameters of the proposed schemes
. Proposed SAPSS Proposed SACSC
5.2. Problem formulation P P
Kess Tipss Tspss Kesc Ticsc Tscsc

To increase the system damping to the electromechanical
modes, the objective functiahdefined below is proposed. 22.523 0.1212 0.2156 74.726 0.0115 0.1249

J= (00— )’ (15 _

o=, values ofT; pssand T; pgsare set slightly above the value
of T, pssandT, pss respectively, to compensate the phase lag
bet\NeeanSSandE[q [27]. The maximum values Of; pss T3
pss T1 csg andT; cscare setto 1.0 s.

where g is the real part of the™" eigenvalue andrg is a
chosen threshold. The value af, represents the desirable
level of system damping. This level can be achieved by
shifting the dominant eigenvalues to the left & o
line in thes-plane. This insures also some degree of relative 5.3. Application of SA algorithm
stability. The conditioro; = o is imposed onJ evaluation ) ) o
to consider only the unstable or poorly damped modes. The SA algorithm has been applied to the above optimi-
The problem constraints are the parameter bounds. ThereZation problem to search for optimal settings of the

fore, the design problem can be formulated as the following proposed stabilizers. In our implementation, the threshold
optimization problem. valueo,was chosen to be 3.0. The search will terminate if

one of the following stopping criteria is satisfied: (1) best

Minimize J (16) solution does not change for more than 20 chains; (2)
Subject to number of chains reaches 100; or (3) value of the objective
_ function reachegerq i.e. all the dominant eigenvalues have
Kpss= Kpss= Kpss (17 been shifted to the left af= o line.
A The final settings of the optimized parameters for the
TPss= T1 pss= T1pss (18 proposed stabilizers are given in Table 1. The convergence
rate of the objective functiodwith the number of iterations
Tg”{é‘sss T3 pss= T3 'Bss 19 is shown in Fig. 6. It is worth mentioning that the optimiza-
tion process has been carried out with the system operating
KON < Kege = KOEX (20) at nominal loading condition given in Table 2.
TIsc=Ticsc= TI&c (21) _ .
6. Simulation results
T = Tacsc = TH&sc (22

To assess the effectiveness and robustness of the
The minimum and maximum values of the controller gains proposed stabilizers, three different loading conditions
are set as 0.1 and 100, respectively [26]. The minimum given in Table 2 were considered with different

12.00 —
------------- Prop. SAPSS

- Prop. SACSC
| =
o
S 8.00 —
= H
3
L
. ]
=
S
D 400 —
Q0
(@]

0.00 I
0 100 200 300 400
lterations

Fig. 6. Objective function variations of the proposed schemes.
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Table 2 Table 3

Loading conditions System eigenvalues with and without control in 1/s

Loading P (pu) Q (pu) Xesc (pu) No Control CPSS Prop. SAPSS Prop. SACSC
Nominal 1.00 0.015 0.0 +0.30 + j4.96 —-116+j440 —-3.00+j6.74 —332xj557
Light 0.70 0.300 0.2 —-1039+j328 —460*j741 —-329+j467 —431xj577
Heavy 1.10 0.400 -0.2 - —0.20,—-18.68 —19.24,-8.37 —13.47,—-8.37

- - -0.21 —23.09,-0.21

disturbances. The performance of the proposed stabilizers is

compared to that of CPSS given in Refs. [27,28]. quite clear that the proposed stabilizers outperform the
It is worth mentioning that all the time domain simula- CPSS and shift substantially the electromechanical

tions were carried out using the nonlinear power system mode eigenvalue to the left of the lire= —3.0 in the

model. The system data is given in Appendix A. s-plane. This enhances greatly the system stability and
improves the damping characteristics of electromechanical
6.1. Nominal loading mode.

The behavior of the proposed stabilizer under transient

At this loading condition, the system eigenvalues with conditions was verified by applying a 6-cycle three-phase

and without the proposed stabilizers are given in Table 3. fault at the infinite bus at the end of one transmission line.

It is shown that the open loop system is unstable becauseThe fault was cleared without line tripping. The system
of the negative damping of electromechanical mode. It is response is shown in Fig. 7. It can be seen that the response

2.00 —
CPSS
] Prop. SAPSS
Prop. SACSC
1.60 —
E<)
© ]
(2]
1.20 —
080 ! | ! | ! | ! |
0.00 2.00 4.00 6.00 8.00
Time (s)
1.20 —
=
o 110
(]
(o)) -z
8
S —
2 1.00
E CPSS
g 0.90 Prop. SAPSS
= Prop. SACSC
0.80 T I r I T l
0.00 2.00 4.00 6.00

Time (s)

Fig. 7. System response to the fault test with nominal loading without line tripping.
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250 — . CPSS
| P e Prop. SAPSS
1
:', Prop. SACSC
2.00 — /
]
- [}
S [/
© 4
w
1.50 —
1.00 T T T | ' !
0.00 2.00 4.00 6.00
Time (s)
1.40 —
l"‘ ."','
i R R CPSS
P
! R — Prop. SAPSS
1.20 — .t
! il Prop. SACSC
e
1

Terminal Voltage (pu)

0.00 1.00 2.00
Time (s)

Fig. 8. System response to the fault test with nominal loading with line tripping for 2 s.

of the proposed stabilizers is much faster than that of CPSS.may even result in losing system stability under severe
In addition, the first swing in the torque angle is significantly disturbances.

suppressed and the voltage profile is greatly improved with

the proposed SACSC. 6.2. Light loading

Another severe disturbance was considered at this load-
ing condition; that is, a 6-cycle fault was applied as above. A 6-cycle three-phase fault disturbance at the infinite bus
However, the faulty line was tripped for 2 s. The system was applied. The faulty line was tripped for 4 s. The results

response to this disturbance is shown in Fig. 8. It is clear are shown in Fig. 9. It can be seen that the proposed stabi-
that the proposed SACSC has good damping characteristicdizers suppress the first swing in torque angle and extend the
to low frequency oscillations and stabilizes the system system stability limit. In addition, the voltage profile is
under this severe disturbance. This extends the powergreatly improved with the proposed SACSC stabilizer in
system stability limit and the power transfer capability. terms of overshoots and settling time.

These positive results of the proposed SACSC can be A parameter variation test was also applied to assess the
attributed to its faster response compared to that of robustness of the proposed stabilizers.tAt 15 one of
power system stabilizer. It can be concluded that although the transmission lines was tripped for maintenance
PSSs extend the power system stability limit by enhancing purposes, i.e. the line impedance was doubled. The system
the system damping, they suffer a drawback of being liable response is shown in Fig. 10. It is clear that the proposed
to cause great variations in the voltage profile and they stabilizers outperform the CPSS. In addition, the system
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2.00 1T T CPSS
L Prop. SAPSS
Prop. SACSC

[}
-1 [}

e

S (rad)

0-80 A L L
0.00 2.00 4.00 6.00 8.00
Time (s)
20 e CcPSS
B [ (S Prop. SAPSS
3
=y Prop. SACSC
[ 1.10 —
o
P N A\ S
= | I |\
>
‘©
£ 1.00 —
£
()]
|l -
090 — 1 T T T T T 1
0.00 2.00 4.00 6.00 8.00

Time (s)

Fig. 9. System response to the fault test with light loading with line tripping for 4 s.

voltage profile is greatly improved with the proposed of the proposed SAPSS and SACSC were optimized using

SACSC. simulated annealing algorithm as the optimization engine.
_ The proposed stabilizers have been applied and tested on
6.3. Heavy loading a weakly connected power system under different

A5 le th h fault disturb t the infinite b disturbances, loading conditions, and system parameter
~cycle three-phase fault disturbance at the NN bUS | - 4ai5ns The eigenvalue analysis and the nonlinear

was apphgd. The.resu-lts are ShOV.V” in Fig. 11. It can be seensimulation results show the effectiveness and the robust-
that the first swing is substantially suppressed and the

voltage profile is greatly improved with the proposed ness of the proposed stabilizers and their ability to provide

SACSC. It can be concluded that the proposed SACSC good damping of low frequency oscillations and improve

has better d . h teristics to elect hani Igreatly the system voltage profile. In addition, the TCSC-
as better damping characlenstics 1o electromechaniCal,, ;o siapilizer outperforms the power system stabilizers
modes of oscillations and improves greatly the power

¢ tabilit d i it fil in terms of the first swing stability and the voltage
system stability and system voltage profile. profile. It can be concluded that although PSSs extend

the power system stability limit by enhancing the system

7. Conclusions damping, they suffer a drawback of being liable to

cause great variations in the voltage profile and they

In this study, a pole placement technique for PSS and may even result in losing system stability under severe
TCSC-based stabilizer is presented. The tuning parameterglisturbances.
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10— CcPSS
d e Prop. SAPSS
R Prop. SACSC
1.40 — s
€ ',-"" 'l”-“\\\
o S
(Ze]
100 ' | ' l : |
0.00 2.00 4.00 6.00
Time (s)
vo= CPSS
e Prop. SAPSS
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©
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Fig. 10. System response to the line impedance variation test with light loading.
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Appendix A

Referring to Fig. 1, the voltage = v — jXcsd, i is the
generator armature current. Theand g components of/
can be written as

Vg = (Xq + Xcsolig (AL

Va = Eél - (Xij + XCSC)id (AZ)

The load currenf, = V'Y_, and the line current;,. =
i —i_. The infinite bus voltagev, =V’ —i;,.Z. The

components ofy, can be written as

(A3)

Vp COS8 = Vg + €V — Xig — Rig (Ad)
Substituting from Egs. (A1) and (A2) into Egs. (A3) and
(A4), the following two equations can be obtained:

Caig + Caiq = Vp SIN S + C,Eq (A5)

Csig + Cglq = Vb COSS — C1Eq (A6)
Solving Egs. (A5) and (A6) simultaneouslyandi, expres-
sions can be obtained. Linearizing Egs. (A5) and (A6) at the
nominal loading conditionAiy andAi, can be expressed in
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Fig. 11. System response to the fault test with heavy loading.

terms ofAS, AEg, and AXcsc as follows:

C3Aig + C4Aiq = V, COSOAS + CAEG + 7AXcsc (A7)

C5Aid + C6Aiq =V Sin O0A6 — ClAE:‘] + CSAXCSC (A8)

Solving Egs. (A7) and (A8) simultaneouslyiy andAiy can
be expressed as

Aid - C9A8 + ClOAE::] + CllAXCSC (Ag)

Aiq == 012A6 + C13AE:~1 + C14AXCSC (AlO)

The constantsc,—c,, are expressions ofZ, Y,_,xg,xq,
S ;
ldo» Iqos EqO, andXcsc

The linearized form ofy andv, can be written as

Avy = XAl (A11)

Avy = AEg — XgAig (A12)

Using Egs. (A1)—(Al12),, the following expressions can be
easily obtained

Ape = K1A5 + KZAEZ,] + KpAXCSC (A13)
Ky + ST&O)AEQ = AEfd - K4A5 - KqAXCSC (A14)
Av = K5A5 + KGAE:] + KVAXCSC (A15)

where the constant§,—Kg, K, Kq, andK, are expressions of
Co—Cy4.

Appendix B

The system data are as follows.

M=926s Th=776 D=00;

xg=0973  x;=019 x,=055
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R=-0034! X=0997 g=0.249
b=0262 Ks=50  T,=005
Ks=10;, T,=0.05

lupsd = 0.2 pu |ucsd = 0.2 pu

[Xcsd = 0.5X|Ey| = 7.3 pu
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All resistances and reactances are in pu and time constant$;3] chen x, Pahalawaththa N, Annakkage U, Kumble C. Controlled

are in seconds.
With the nominal loading condition given in Table 2, the
system matrices are

0.0 377 00 0.0
—-0.0588 00 —0.1303 QO
A= —0.0900 00 -—0.1957 01289
| 955320 00 —81593 -—20.00
[~ 0.0 0.0
0.0 00704
5= 0.0 00177
| 1000 93846
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