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Robust Design of Multimachine Power System
Stabilizers Using Simulated Annealing

M. A. Abido, Member, IEEE

Abstract—Robust design of multimachine Power System Stabi- in [9], [10]. Unfortunately, the proposed techniques are itera-
lizers (PSS’s) using Simulated Annealing (SA) optimization tech- tive and require heavy computation burden due to system re-
nique is presented in this paper. The proposed approach employs ction procedure. In addition, the initialization step of these
SA to search for optimal parameter settings of a widely used con- . . . . .
ventional fixed-structure lead-lag PSS (CPSS). The parameters of algorithms is crucial and affects the fl_nal dynam_lc respor_lse Pf
the proposed simulated annea”ng based power System stab”izerthe Controlled SyStem. Therefore, a f|na| Selec“on criterion Is
(SAPSS) are optimized in order to shift the system electromechan- required to avoid long runs of validation tests on the nonlinear
ical modes at different loading conditions and system configura- model.
tions simultaneously to the left in thes-plane. Incorporation of SA Generally, It is important to recognize that machine param-
as a derivative-free optimization technique in PSS design signifi- o . . . . .
cantly reduces the computational burden. One of the main advan- efters change_ with loading _maklng Fhe mac_hlne behavior quite
tages of the proposed approach is its robustness to the initial pa- different at different operating conditions. Since these parame-
rameter settings. In addition, the quality of the optimal solution ters change in a rather complex manner, a set of CPSS parame-
does not rely on the initial guess. The performance of the proposed ters which stabilizes the system under a certain operating con-
SAPSS under different disturbances and loading conditions is in- dition may no longer yield satisfactory results when there is a

vestigated for two multimachine power systems. The eigenvalue drastic ch . t Hi diti d f
analysis and the nonlinear simulation results show the effective- rastic change in power system operaling conditions and config-

ness of the proposed SAPSS's to damp out the local as well as thedrations. Hence, PSS’s should provide some degree of robust-
interarea modes and enhance greatly the system stability over a ness to the variations in system parameters, loading conditions,

wide range of loading conditions and system configurations. and configurations.
Index Terms—Dynamic stability, robust PSS, simulated - Optimization techniques [11], [12] have been applied to
annealing. robust PSS design problem. However, the importance and diffi-

culties in the selection of weighting functions B, optimiza-
tion problem have been reported. In addition, the additive and/or
multiplicative uncertainty representation can not treat situations
N THE past two decades, the utilization of supplementagyhere a nominal stable system becomes unstable after being
excitation control signals for improving the dynamic staperturbed [13]. Moreover, the pole-zero cancellation phenom-
bility of power systems has received much attention [1]-[20&non associated with this approach produces closed loop poles
Nowadays, the conventional power system stabilizer (CPS&8)ose, damping is directly dependent on the open loop system
is widely used by power system utilities. Recently, several agrominal system) [14]. On the other hand, the order offhg
proaches based on modern control theory have been appliedged stabilizer is as high as that of the plant. This gives rise to
PSS design problem. These include optimal, adaptive, variabtsmplex structure of such stabilizers and reduces their applica-
structure, and intelligent control [2]-[4]. Despite the potentidlility. Although the sequential loop closure method [15] is well
of modern control techniques with different structures, powsguited for on-line tuning, there is no analytical tool to decide the
system utilities still prefer the CPSS structure [5], [6]. The reaptimal sequence of the loop closure.
sons behind that might be the ease of on-line tuning and the lackOn the other hand, Kundwt al.[16] have presented a com-
of assurance of the stability related to some adaptive or variabl@hensive analysis of the effects of the different CPSS parame-
structure techniques. ters on the overall dynamic performance of the power system. It
Different techniques of sequential design of PSS’s are prig-shown that the appropriate selection of CPSS parameters re-
sented to damp out one of the electromechanical modes audts in satisfactory performance during system upsets. In addi-
time [7], [8]. However, this approach may not finally lead to afion, Gibbard [17] demonstrated that the CPSS provide satisfac-
overall optimal choice of PSS parameters. Moreover, the statyry damping performance over a wide range of system loading
lizers designed to damp one mode can produce adverse effegisditions. The robustness nature of the CPSS is due to the fact
in other modes. Also, the optimal sequence of design is a vehat the torque-reference voltage transfer function remains ap-
involved question. The sequential design of PSS’s is avoidpebximately invariant over a wide range of operating conditions.
For the robust design of CPSS, several operating conditions
and system configurations are simultaneously considered in
Manuscript received April 5, 1999. This work was supported by the KinePSS design process [17], [18]. Genetic algorithm based
Fahd Universit'y of'Petroleum a_nd Minel"als, _Saudi Arabia. ' approach to robust CPSS design is presented in [18]. It is
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versity of Petroleum and Minerals, Dhahran 31261, Saudi Arabia. shown that the optimal selection of PSS parameters results
Publisher Item Identifier S 0885-8969(00)08437-0. in a robust performance of CPSS. However, there exist some
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structural problems in the conventional genetic algorithm sugere

as the premature convergence and duplications among strings,, is the washout time constant,

as evolution is processing [19]. A gradient procedure for opti- U;  is the PSS output signal at thilh machine, and
mization of PSS parameters at different operating conditionsAw, is the speed deviation of this machine

is presented in [20]. Unfortunately, the optimization procesghe time constantd’,,, 75, and7, are usually prespecified.
requires computations of sensitivity factors and eigenvectdrke stabilizer gainK; and time constantdi; and 73; are
at each iteration. This gives rise to heavy computationsémained to be determined.

burden and slow convergence. In addition, the search process

is susceptible to be trapped in local minima and the soluti@ Objective Function

obtained will not be optimal. Therefore, SA based approach to1g increase the system damping, an eigenvalue based objec-

robust PSS design is proposed in this paper. o tive function.J defined below is considered.
SA algorithm [21], [22] is a derivative-free promising algo-

rithm for handling the combinatorial optimization problems. It 4 5
has been theoretically proved that SA algorithm converges to the J = Z Z (6 —=0-0i;) (4)
optimal solution [21]. In addition, the SA algorithm is robust i=loi ;200

the final solution quality does not strongly depend on the ChOiQ\ﬂwerenp is the number of operating points considered in the de-
of the initial solution. Another strong feature of SA algorithm i i%n process. Alsay,  is the real part of théth eigenvalue of the
that a complicated mathematical model is not required and t%k o ;
problem constraints can be easily incorporated [21] Jth operating point an.do is a chosen threshold. T_he vaIL_Je of
hi laorithm i q b ) %0 represents the desirable level of system damping. This level
. In this paper, SA algorithm s propose to robust PSS €an be achieved by shifting the dominant eigenvalues to the left
sign. The problem of robust PSS design is formulated as an P — o, line in thes-plane. This insures also some degree of
timization problem and SA algorithm is employed to solve thi
problem with the aim of getting optimal settings of PSS param

ters. The proposed design approach has been applied to diffe

examples of multimachine power systems. The eigenvalue & oblem constraints are the CPSS parameter bounds. Therefore,

ysis and the nonlinear simulation results have been carried desian problem can be formulated as the following optimiza-
to assess the effectiveness of the proposed PSS’s under diffeﬁ%rﬁt anp gop

Felative stability. The condition;; > o is imposed on/ eval-
fiation to consider only the unstable or poorly damped modes
th are mainly belonging to the electromechanical ones. The

disturbances, loading conditions, and system configurations. problem.
Minimize
Il. PROBLEM STATEMENT 7 (5)
A. Power System Model Subject to
A power system can be modeled by a set of nonlinear differ- Kmin < J¢; < fmex 6)
ential equations as: min <, < g R
X =X, 0) ey T3 < Ty < T3 ®)

whereX is the vector of the state variables afids the vector The proposed approach employs SA algorithm to solve this

of input variables. In this stud)' = [6,w, £, Ea]” andU'is  gptimization problem and search for optimal or near optimal set
the PSS output signals. Heeandw are the rotor angle and ¢ pgg parameter§f;, T1;, Tai. i =1, 2, -, m}.

speed respectively. Als&;, and £y, are the internal and field
voltages respectively.
In the design of PSS’s, the linearized incremental models
around an equilibrium point are usually employed [23]. Theré. Overview
fore, the state equation of a power system witimachines and  Simulated annealing is a derivative-free optimization tech-
m stabilizers can be written as: nique that simulates the physical annealing process in the
AX — AAX + BU @) field of combingtorial optimi;ation_. Annealing is the physical
process of heating up a solid until it melts, followed by slow
where A is 4n x 4n matrix and equals of f/0X while B is cooling it down by decreasing the temperature of the envi-
4n x m matrix and equalé f /0U . Both A and B are evaluated ronment in steps. At each step, the temperature is maintained
at a certain operating poinh X is 4n x 1 state vector whild/ ~ constant for a period of time sufficient for the solid to reach

I1l. SIMULATED ANNEALING ALGORITHM

ism x 1 input vector. thermal equilibrium. At any temperatut®, the thermal equi-
librium state is characterized by tH&oltzmann distribution
B. PSS Structure This distribution gives the probability of the solid being in a

Awidely used conventional lead-lag PSS is considered in titat€ with energyE; at temperaturd” as
study. It can be described as
y P =k exp(—E;/T) 9)
STzu (1 + 3T17) (1 + 3T37)
14+ 8Ty (14 sT2) (1+ sTy)

wherek is a constant.
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Metropoliset al.[22] proposed &Monte Carlomethod to sim- starting off at a small value @}, and multiplying it with
ulate the process of reaching thermal equilibrium atafixed value  a constantr larger than 1i.e. Cpo = aC)o. This process
of the temperatur®’. In this method, a randomly generated per-  continues until the acceptance ratio is close to 1. This is
turbation of the current configuration of the solid is applied so  equivalent to heating up process in physical systems. The
that a trial configuration is obtained. L&}, and £, denote the decrement function for decreasing the valu€pis given
energy level of the current and trial configurations respectively. by C, = uC), wherey is a constant smaller than but close
If £, < E.,then alower energy level has been reached, and the to 1. Typical values lie between 0.8—0.99 [21].
trial configuration is accepted and becomes the current config- ¢« Equilibrium condition: it occurs when the current solu-

uration. On the other hand, B, > E. the trial configuration is tion does not change for a certain number of iterations at a
accepted as current configuration with probability proportional  given value ofC,,. It can be achieved by generating a large
toexp CAE/T), AE = E, — E,.. The process continues until number of transitions at that value.

the thermal equilibrium is achieved after a large number of per- < Stopping criteria these are the conditions under which the
turbations, where the probability of a configuration approaches search process will terminate. In this study, the search will

Boltzmann distribution terminate if one of the following criteria is satisfied: a) the
By gradually decreasing the temperatdfeand repeating number ofMarkov chainssince the last change of the best
Metropolis simulation, new lower energy levels become  solution is greater than a prespecified humber; or, b) the

achievable. A&” approachegeroleast energy configurations number oMarkov chaingeaches the maximum allowable
will have a positive probability of occurring. number.
The general algorithm of SA can be described in steps as
B. SA Algorithm follows:
Atfirst, the analogy between a physical annealing process and>tep 1) Set the initial value ot and randomly generate
a combinatorial optimization problem is based on the following an initial solutionz;xiia1 and calculate its objective
[21]: function. Set this solution as the current solution as

« Solutions in an optimization problem are equivalent to well as the best SOIUtIOE. Tinitial = Feurrent =

configurations of a physical system. Lhest . . .
» The cost of a solution is equivalent to the energy of a Step 2) Randomly generate am of trial solutions in the

configuration, Step 3) ?Zehlgtr:f?l‘rlgoggcgf Ecg?lgeu ré;ei?etriscg)rllug;) '?Hese trial solu
In addition, a control parameté€r,, is introduced to play the P P

role of the temperatur€. The basic elements of SA are briefly tions and_ c-alculate the acceptancg ratio. If accep-
: . tance ratio is close to 1 go to step 4; elseGSgt =
stated and defined as follows:—

, . aCro, o > 1, and go back to step 2.
e Current, trial, and best solutionszcuirent, Zirial, and Step 4) Set the chain countdr.;, = 0.
Thest: these solutions are sets of the optimized parameterStep 5) Generate a trial SOUtONEqi. If i SAt-

values at any iteration. _ _ _ isfies the acceptance criterion Setuens =

» Acceptance criterion at any iteration, the trial Zosiats J(Tourrens) = J(ZTwsial), and go to step 6;
solution can be accepted as the current solu- else ’go to step 6.
tion if it meets one of the following criteria; @) step ) Check the equilibrium condition. If itis satisfied go
J(xtrial ) < J($c11rrent); b) J(.’L’ trial) > J(xmlrrent) to Step 7, else go to Step 5.
and exm_('](”?triagl) = J(Zeurrent))/CP) > rano(O,_ 1). Step 7) Check the stopping criteria. If one of them is sat-
Here, rand(0, 1) is a random number with domain [0, 1] isfied then stop: else sét, = ko, + [ andC, =
and J (ziyia1) and J(zcurent) @re the objective function uC,, 1 < 1, and go back to Step 5.

values associated withrj, and zeureny respectively.
Criterion b) indicates that the trial solution is not neces- — .
sarily rejected if its objective function is not as good ag' Application of SA to Robust PSS Design
that of the current solution with hoping that a much better In the proposed SAPSS design approach, several operating
solution become reachable. points are simultaneously considered, namely, the base case
 Acceptance ratioat a given value of’,,, ann; trial solu- and other points that represent extreme loading conditions
tions can be randomly generated. Based on the acceptaand system configurations. After the initialization step, the
criterion, ann, of these solutions can be accepted. The asystem model is linearized at each operating point. The
ceptance ratio is defined as /n;. above-described SA algorithm is excited by generating ran-
» Cooling scheduleit specifies a set of parameters that govdomly initial values of the CPSS optimized parametéses,
erns the convergence of the algorithm. This setincludesmitial solution. Then, the closed-loop system eigenvalues at
initial value of control parametet’,, a decrement func- each operating point are computed and the objective function is
tion for decreasing the value 6f,, and a finite number of evaluated. The search for the optimal set of the CPSS parame-
iterations or transitions at each value@yf i.e. the length ters will continue until one of the stopping criteria is satisfied.
of each homogeneowdarkov chain The initial value of In addition to the above-mentioned stopping criteria, another
C, should be large enough to allow virtually all transicriterion has been implemented in this study to avoid undue
tions to be accepted. However, this can be achieved agd excessive computations. This criterion will terminate the
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Load C TABLE I
| EIGENVALUES OF EXAMPLE 1 WITHOUT PSS
I_ | Base Case Case 1 Case 2 Case 3
2 7 8 o 3 -0.01 £ 9.07 -0.024j 8.91 -0.30 4 8.95 0.38 15 8.87

-0.78 +j 13.86 -0.52 4 13.83 -0.84 4 13.72 -0.34 4 13.69
-10.28 /1195 -10.164j 12,15  -10.07%12.97  -10.73 +j 11.68

-10054j6.78  -10.184j7.09  -9.99%738  -10.087.20
5 — — 6 112,837 -10.014j345 9664449  -10.1213.12
; l -0.09 -0.09 -0.09 -0.09
Load A Load B
4 TABLE IV

THE OPTIMAL VALUES OF THE PROPOSEDSAPSS RRAMETERS
FOR EXAMPLE 1

Geni# k Ty T3
Gy 11.008 0.216 0.104
Gy 0.319 0.410 0.233
Fig. 1. Three-machine nine-bus power system.
TABLE | 40.0 =
GENERATOR OPERATING CONDITIONS OF EXAMPLE 1
Gen Base Case Case 1 Case 2 Case 3 _E 30.0 7
P 0 P 0 P 0 P ) S
Gy 072 027 221 1.09 036 0.16 033 1.12 Z
Gy 1.63  0.07 192 056 0.80 -0.11 200 0.57 o 200 —
G 085 -011 128 036 045 -020 150 0.38 =
3
2
o 100 4
TABLE I
LOADS OF EXAMPLE 1
W7 T 1T T 1 ‘T T 1
Load Base Case Case 1 Case 2 Case 3 0 4 s 12 16 20
p Q p g p g p 9 Number of Chains

A 125 050 200 08 065 055 150 090

B 0.90 0.30 1.80 0.60 0.45 0.35 1.20 0.80 . L . .
c 1.00 035 150 060 050 025 1.00 050 Fig. 2. Objective function variations of example 1.

eigenvalues without PSS’s are given in Table Ill. It is clear that
search if the objective function value reache=q i.e., all the electromechanical modes are poorly damped and some of
the dominant eigenvalues are completely shifted to the left dfem are unstable. In this example, the optimized parameters are
s = og line. K;, Ty, andT3;, i = 2, 3. T, 15, andT} are set to be—5 s,
In the following two examples, the eigenvalues associatéd5 s, and 0.05 s respectively. Hergis chosen to be 3.0. SA
with the electromechanical modes of all operating points coalgorithm has been applied to search for the optimized param-
sidered in the design process have been shifted simultaneo@r settings so as to shift simultaneously the eigenvalues asso-

to the left ofs = oy line in the s-plane. ciated with electromechanical modes of the four cases to the left
of the lines = —3.0 in the s-plane.
IV. EXAMPLE 1: THREE MACHINE POWER SYSTEM The final values of the optimized parameters are given in

Table IV. The convergence rate of the objective functionith
the number of chains is shown in Fig. 2. With the optimal values
In this example, the 3-machine 9-bus system shown in Figol the proposed SAPSS's, the system eigenvalues are given in
is considered. Details of the system data are given in [23]. Tiiable V. It is quite clear that the system eigenvalues associ-
participation factor method [24] and the sensitivity of PSS e&ted with the electromechanical modes have been successfully
fect method [25] were used to identify the optimum locations ghifted to the left ofs = —3 line with the proposed SAPSS'’s.
PSS’s. The results of both methods indicate tiaandG's are  This demonstrates that the system damping with the proposed
the optimum locations for installing PSS'’s. SAPSS's is greatly enhanced.

A. Test System

B. PSS Design C. Nonlinear Time-Domain Simulation

To design the proposed SAPSS, four operating cases are corfo demonstrate the effectiveness of the proposed SAPSS'’s
sidered. The generator operating conditions and the loadsoaér a wide range of loading conditions, two different distur-
these cases are given in Tables | and Il respectively. The systeamces are considered as follows.
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TABLE V 004 4 —— Aw
EIGENVALUES OF EXAMPLE 1 WITH THE PROPOSEDSAPSS 1 A
Base Case Case 1 Case 2 Case 2 E 0.02 4
-3.004/19.32 32641942 -3.69417.80  -3.11419.13 -
-4.50 % 6.81 -3.00477.11 -3.58 4 8.09 -3.574j7.33 5
6.66+71228 51041293 68041323  -7.50412.08 S oo
-4.04 4 9.98 -5.88+/9.96 -4.35 4 9.20 -3.22410.24 =
-10.18%j7.40  -1022%7.68  -10.074j7.66  -10.13%7.63 =
-36.20,-28.87  -3627,-29.20  -33.99,-2753  -36.15,-29.23 o
-11.80, -7.85 -11.74,-9.19 -12.94,-10.10 -11.91,-9.03 .02
-0.56, -0.20 -0.76, -0.20 -0.42,-0.20 -0.64, -0.20 7
-0.03 -0.02 -0.04 -0.03
-0.04 T T T T T ]
0.00 2.00 4.00 6.00
Time (s)
0.04 — Ao, (a)
0.04 —
............. A{DZ Aml
a o002 T Awy . A A A R ER— a0,
S ” N 4 I IRt HRY HaY Al 3
2 e 0.02 ~ AW,
2 o
k= S
> -
o =
° 3
9 N VA I ¥ H o
3 -0.02 I i ! 3
@ L -0.02
w
-0.04 1 I 1 l 1 | T |
0.00 2.00 4.00 6.00 8.00 -0.04 T T 7 T T ]
Time (s) 0.00 2.00 4.00 6.00
(a) Time (s)
0.04 — (b)
Aml
E 0024 T Aw, Fig. 4. System response of example 1 with the disturbance (b) (a) Without
~ ' Am PSS’s (b) With the proposed SAPSSs.
@ 3
S
©
> V. EXAMPLE 2: NEW ENGLAND POWER SYSTEM
=]
3 A. Test System
@ -0.02 . .
& In this example, the 10-machine 39-bus New England power
system shown in Fig. 5 is considered. Generétpis an equiv-
-0.04 : | , | : l : | alent power source representing parts of the U.S.—Canadian in-
0.00 200 400 6.00 s00 tErconnection system. Details of the. system data are given in
Time (s) [26]. Although, the number and location of PSS’s required can
(b) be investigated [24], [25], it is assumed that all generators ex-
ceptG, are equipped with PSS’s for illustration and comparison
. - _ urposes.
Fig. 3. System response of example 1 with disturbance (a) (a) Without PS&S, P
(b) With the proposed SAPSSs.
B. PSS Design

a) A 6-cycle fault disturbance at bus 7 at the end of line 5-7 To design the proposed SAPSS, three different operating con-
with case 3. The fault has been cleared without trippinglitions that represent the system under severe loading conditions

b) A 6-cycle fault disturbance at bus 7 at the end of line 5-ahd critical line outages in addition to the base case are con-
with case 1. The fault is cleared by tripping the line 5—gidered. These conditions are extremely hard from the stability
with successful reclosure after 1.0 s point of view [27]. They can be described as

The system responses to the considered faults with andl) Base Case;
without the proposed SAPSS’s are shown in Figs. 3 and 42) Case 1, outage of line 21-22;
respectively. It is clear that the proposed SAPSS'’s provide 3) Case 2; outage of line 1-38.
good damping characteristics to low frequency oscillations and4) Case 3; outage of line 21-22, 25% increase in loads at
enhance greatly the dynamic stability of power systems. buses 16 and 21, and 25% increase in generati@#y of
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TABLE VII
THE OPTIMAL VALUES OF THE PROPOSEDSAPSS RRAMETERS
FOR EXAMPLE 2

i
Gen. k Th T3
o G, 26.963 0.399 0.880
9 G; 15.733 0.650 0.826
(%) Gs 26.842 0425 0.966
24 Gs 43,727 0.102 0.427
7 e (5 Gs 18.260 0.974 0.393
32 | e , Gy 2.737 0.460 0.202
o Gs 30.278 0.734 0.743
?- 1 [ J_ 1 o T Gy 18.732 0.171 0.337
] | — Gro 26.598 0.945 0.871
34
" 12 w 23—
6.00 ~—
SHIRTI Y
2 11 13 4 5.00
% 20— @ c
30 k]
S 4.00 —
c
3 bl
.g 3.00
S
D 2,00 —
fal
Fig. 5. Single line diagram for New England system. o 1.00
0.00 T I T T T =
0 20 40 60

TABLE VI
EIGENVALUES OF EXAMPLE 2 WITHOUT PS$

Number of Chains

Fig. 6. Objective function variations of example 2.

Base Case Case 1 Case 2 Case 3
019145808 019545716  0.1894 5811  0.205 4 5.638 TABLE Vil
0.088 1j 4.002 0.121 15 3.798 0.006 % 3.113 0.152 15 3.714 EIGENVALUES OF EXAMPLE 2 WITH THE PROPOSEDSAPSS
-0.028 £j 9.649 0.097 4 6.006 0.001 1 6.180 0.126 15 5.964 “
-0.0344/6415  -0.03249.694 -00284j9.650  0.051 45 9.648 Base Case Case 1 Case 2 Case 3
-0.0564j7.135  0.10448015 -0.032+7.105  -0.098 + 8.013 -1.6974j1451  -1.7054j 1444 -1.6984/14.51  -1.709 &) 14.40

-0.093 4 8.117
0.172 £/ 9.692
-0.220 4/ 8.013
-0.270 4/ 9.341

-0.109 4 6.515
-0.168 £ 9.715
-0.204 4 8.058
-0.250 + 9,268

0.091 £ 8.115
-0.172 47 9.693
0.2184j8.024
-0.269 +j9.342

0.101 4 6.512
-0.167 4§ 9.727
-0.202 7 8.079
-0.238 4 9.296

The electromechanical modes without PSS'’s for these con

-1.321 4 11.37
-1.341 4 10.33
-1.559 4 9.796
-1.071 4 9.121
-1.087 4 9.050
-1.115 4 7.585
-1.931 4 5.064
-1.342 4 3.483

-1.294 4§ 11.36
-1.386 4 10.10
-1.481 4/ 9.810
-1.090 7 9.071
-1.188 47 9.017
-1.282 4 6.977
-1.237 4 4.420
-1.247 4/ 3.578

131941137
-1.338 4 10.33
-1.555 +/9.794
-1.059 £ 9.121
-1.076 £§9.043
-1.103 £ 7.370
-1.485 £ 2.202
-1.003 4/ 2.278

-1.279 4 11.35
-1.350 £ 10.11
-1.423 £9.751
-1.071 £ 9.079
-1.190 4 8.998
-1.301 4 6.936
-1.157 4/ 4.089
-1.163 4 3.723

tions are given in Table V1. Itis clear that these modes are poorly

damped and some of them are unstable. In this example, the ap-

Nonlinear Time-Domain Simulation

timized parameters ad§;, 11;, and1s;, i = 2, 3, ---, 10, i.e,

the number of optimized parameters is 27,, 1>, and7} are To demonstrate the effectiveness of the proposed SAPSS’s
settobe5s,0.05s, and 0.05 s respectively. Hgis chosento Over a wide range of operating conditions, the following distur-
be—1.0. SA algorithm has been applied to search for settings Bnces are considered for nonlinear time simulations.

these parameters so as to shift the eigenvalues of electromechana) A 6-cycle fault disturbance at bus 29 at the end of line
ical modes of the four cases to the left of the line- —1.0 in 26-29. The faultis cleared by tripping the line 26—29 with
the s-plane. successful reclosure after 1.0s.

The final values of the optimized parameters are given inb) A 6-cycle fault disturbance at bus 14 at the end of line
Table VII. The convergence rate of the objective functiomith 14-15. The fault is cleared by tripping the line 14—15 with
the number of chains is shown in Fig. 6. With the optimal values ~ successful reclosure after 1.0 s.
of the proposed SAPSS's, the system eigenvalues are given iThe performance of the proposed SAPSS’s is compared to
Table VIII. Itis quite clear that that the system eigenvalues asgbat of PSS’s with the settings given in [20]. For disturbance
ciated with the electromechanical modes have been successf(dly the speed deviation @fy, as the nearest generator to the
shifted to the left ofs = —1.0 line with the proposed SAPSS’s.fault location, is shown in Fig. 7. It is clear that the system re-
This demonstrates that the system damping with the proposgbnse with the proposed SAPSS'’s is stable while with PSS’s
SAPSS’s is greatly improved. of [20] the system is unstable. Additionally, PSS’s of [20] fail to
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-

0.03 - n TABLE IX
. .'“\ N VALUES OF PERFORMANCEINDICES FOREXAMPLE 2
AN [ N
0.02 —| A VLo 1
i \‘ TR AN NN I.' ! Fault PL Pl
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VI. DISCUSSION

Some comments on the proposed approach are now in order:

a) Unlike the methods of [7]-[10], the proposed SA based
approach does not rely on the initial solution. Starting
0.00 2.00 MoTime (S;‘-°° 8.00 10.00 anywhere in the search space, SA algorithm ensures the
convergence to the optimal solution. Example 2 is re-
considered to demonstrate this point. In this case, the
main target is to shift the dominant eigenvalues as far as
possible to the left of the-plane. Different initial solu-
stabilize the system with disturbance b), the proposed SAPSS’s  tions are considered by changing the seed of the random
provide good damping characteristics and the system is stable number generator that generates the initial solution. The
under this sever disturbance as shown in Fig. 8. In addition, the  convergence of the objective functions with different ini-
proposed PSS’s are quite efficient to damp out the local modes  tjal solutions is shown in Fig. 9. The results emphasize
as well as the interarea modes of oscillations. This illustrates the  that the proposed approach finally leads to the optimal
superiority of the proposed SAPSS design approach to get op- PSS parameter settings regardless the initial one.
timal or near optimal PSS parameters. b) Based on the above conclusion, the proposed approach
Due to space limitations and to give clear perceptiveness a) can be used to improve the solution quality of other
aboutthe system responses, two performance indices thatreflect methods described in [5]-[10], [18], and [20].
the settling time and overshoots are introduced and evaluateds) To study the effect of the initial parameter settings of the

Fig. 8. System response of example 2 with the disturbance (b).

These indices are defined as SA algorithm on the optimal solution quality, the problem
n et has been solved several times with different initial values
PI, = Z / (tAw;)? dt (10) of the control paramete?,,. The results of this study are
1 Jt=0 shown in Fig. 10. Itis clear that the proposed approach is
N pt=te, robust to its initial parameter settings.
PL=Y / (Awy)? dt (11)
i=1 7t=0 VIl. CONCLUSION
wheren is the number of machines arg;,,, is the simula- In this study, the simulated annealing algorithm is proposed to

tion time. The values of these indices with the disturbancése robust PSS design problem. The proposed design approach
a) and b) are given in Table IX. It is clear that the values @mploys SA to search for optimal settings of CPSS parame-
these indices with the proposed SAPSS’s are much smaller. Ttess. The proposed objective function shifts simultaneously the
demonstrates that the settling time and the speed deviationgleictromechanical mode eigenvalues of different operating con-
all units are much reduced by applying the proposed SAPSSitions to the left in thes-plane. The proposed approach has
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