
IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 15, NO. 2, MAY 2000 735
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Abstract—This paper demonstrates the robust tuning of power
systems stabilizers for power systems, operating at different
loading conditions. A classical lead-lag power system stabilizer
is used to demonstrate the technique. The problem of selecting
the stabilizer parameters is converted to a simple optimization
problem with an eigenvalue-based objective function, which is
solved by a tabu search algorithm. The objective function allows
the selection of the stabilizer parameters to optimally place the
closed-loop eigenvalues in the left-hand side of a vertical line in
the complex -plane. The effectiveness of the stabilizers tuned
using the suggested technique, in enhancing the stability of power
systems, is confirmed through eigenvalue analysis and simulation
results.

Index Terms—Low frequency oscillation, Tabu search, Power
system stability, Robust control.

I. INTRODUCTION

T HE application of tabu search (TS) algorithms has recently
attracted the attention of researchers in the field of ar-

tificial intelligence. From the literature, it is clearly seen that
tabu search algorithms can provide powerful tools for optimiza-
tion [1]–[4]. Tabu search is an iterative improvement procedure
whose main advantage is its ability to escape local optima. Tabu
search is independent of the complexity of the objective func-
tion considered. It suffices to specify the objective function and
to place finite bounds on the parameters.

The importance of increasing the stability boundaries of syn-
chronous machines equipped with fast-acting static exciters is
very well known. Several techniques have been used for the
design of supplementary excitation controllers for this purpose
[5]–[19].

It is well known that machine parameters change with
loading, making the dynamic behavior of the machine quite
different at different operating conditions [6]–[8]. Conse-
quently, a set of power system stabilizer [PSS] parameters
which stabilizes the system under a certain operating condition
may no longer yield satisfactory results when there is a drastic
change in the operating point.

In this paper, the power system, operating at various loading
conditions is treated as a finite set of plants, and a robust PSS
with parameters that can simultaneously improve the damping
of this set of plants is determined off-line using a tabu search
and an objective function based on the system eigenvalues. The
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PSS designed in this manner will perform well under various
loading conditions and stability of the system is guaranteed. By
contrast, a PSS designed for a certain operating point will only
perform optimally at the design loading condition.

The suggested eigenvalue-based objective function will opti-
mally place the closed-loop eigenvalues of the power system in
the left-hand side of a vertical line in the complex-plane. A
single machine infinite bus system, and a multimachine power
system are used to demonstrate the suggested technique

The TS can easily incorporate most types of constraints and
structures on the controller and often leads to the global op-
timum [1]. Moreover, the problem of simultaneous eigenvalue
placement, whose analytic solution is yet unknown, is equally
and easily solved using TS as shown in this work.

Simulation results and eigenvalue analysis are used
throughout the paper to assess the effectiveness of the tech-
nique suggested in this work.

II. TABU SEARCH

Tabu Search was originally proposed as an optimization tool
by Glover in 1977 [1]–[4]. It is a conceptually simple and an
elegant iterative technique for finding good solutions to opti-
mization problems. In general terms, TS is characterized by its
ability to escape local optima by using a short-term memory of
recent solutions called the tabu list. Moreover, tabu search per-
mits backtracking to previous solutions by using the aspiration
criteria.

Tabu search is an iterative improvement procedure in that
it goes from some initial feasible trial solution to another by
making moves. It makes several candidate moves and selects the
move producing the best solution among all candidate moves
for the current iteration. The set of admissible moves forms a
candidate list. The best candidate solution becomes the current
solution. It is possible that the tabu search may visit the same
solution again in latter iterations. Thus, there is a possibility of
cycling. Tabu restriction is a means to avoid such cycling by
making the current solution tabu i.e., forbidden. Tabu restric-
tions are enforced by a tabu list. The tabu list is a list containing
forbidden moves (solutions). It is forbidden to accept the same
solution as long as it is in the tabu list. Tabu restrictions allow
the search to go beyond the points of local optimality while still
making the best possible move in each iteration.

The tabu list is initially empty, constructed in the firstit-
erations ( : tabu list size) and updated in latter iterations. The
tabu list ensures that the tabu search avoids returning to the so-
lutions just visited and since degrading moves are allowed, the
tabu search algorithm has a chance of leaving a local minimum
[3].
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Special attention must be given to the tabu list size. If the tabu
list size is too small, the search process may start cycling and if
it is too large, the search may be too restrictive. Therefore, an
appropriate list size has to be determined by noting the occur-
rence of cycling when the size is too small and the quality of the
solution when the size is too large [3].

The aspiration criterion is usually introduced to speed up the
tabu search process. The aspiration criterion temporarily over-
rides the tabu status of a move if it is sufficiently good. The
simplest aspiration criterion is to override the tabu status of a
move and allow it into the tabu list if it leads to a better solution
that the best obtained thus far [4].

Tabu search algorithms are more likely to converge to global
optima than conventional optimization techniques and can also
tolerate discontinuities, nonlinearities and noisy function eval-
uations.

III. PROBLEM FORMULATION AND RESULTS

In this section, the eigenvalue-based objective function used
to robustly select the PSS parameters is formulated, and the op-
timization problem solved with a tabu search algorithm. In a
typical run of the TS, an initial solution is randomly generated.
This initial solution is also assumed to be the current best solu-
tion. The current solution is perturbed with moves to generate a
new set of trial solutions. Each move generates a trial solution.
The number of moves to be made depends on the problem being
considered. The move that generates the best solution among the
set of trial solutions is selected. This move called the candidate
move is checked to see if it is tabu. If it is not in the tabu list, it
becomes the current solution. If the candidate solution is found
to be tabu, its aspiration criterion is checked. If it passes the
aspiration criterion, then it becomes the current best solution,
otherwise moves are regenerated to get another set of new solu-
tions and the process is repeated. The tabu search is terminated
as soon as the stopping criteria are satisfied [3]. The tabu search
algorithm is shown in Appendix II.

Consider the problem of determining the parameters of a sta-
bilizer that relatively stabilizes a family of plants:

(1)

where is the state vector and is the
control vector.

Very often, the closed-loop modes are specified to have some
degree of relative stability. In this case, the closed-loop eigen-
values are constrained to lie to the left of a vertical line corre-
sponding to a specified damping factor.

A necessary and sufficient condition for the set of plants in
eqn. (1) to be simultaneously relatively stabilizable with a single
control law is that the eigenvalues of the closed-loop system lie
in the left-hand side of a vertical line in the complex-plane
[provided a stabilizing parameters set exists]. This condition
motivates the following approach for determining the param-
eters of the PSS.

Select the parameters of the PSS to minimize the following
objective function:

Re (2)

Fig. 1. Region in the left-hand side of a vertical line.

where is the closed-loop eigenvalue of the plant,
subject to the constraints that finite bounds are placed on the
stabilizer parameters. The relative stability is determined by the
value of as shown in Fig. 1. Plainly, if a solution is found
such that , then the resulting parameters simultaneously
relatively-stabilize the collection of plants. The existence of a
solution is verified numerically by minimizing.

IV. SYSTEM MODEL

In this study, two power systems are considered. The first
system is a single-machine-infinite bus power system [9]. The
second system is the 10-machine 39-bus New England power
system [20], with each synchronous machine described by a
nonlinear fourth-order model as given in the Appendix. The
supplementary stabilizing signal considered is one proportional
to speed. A widely used conventional PSS is considered
throughout the study [9]. The transfer function of the ith PSS is:

(3)

The structure of the PSS considered in (3) has been used by
many researchers to assess and compare the results of their
work. The first term in (3) is a washout term with a time lag.
The second term is a lead compensation to improve the phase
lag through the system.

The numerical values of and used in the study are
given in Appendix I.

The remaining parameters, namely,, , and are as-
sumed to be adjustable parameters. The optimization problem,
namely, the selection of these PSS parameters is easily and ac-
curately solved using a tabu search. For a given operating point,
the power system is linearized around the operating point, the
eigenvalues of the closed-loop system are computed, and the ob-
jective function is evaluated. It is worth mentioning that only the
system electromechanical modes are incorporated in the objec-
tive function. The bounds on the parameters used in the TS are
given in Appendix I.

V. SIMULATION RESULTS

To evaluate the effectiveness of the proposed technique, two
power systems are studied.

A. Example 1. Single-Machine-Infinite-Bus System

In this part of the study, a single machine connected to infi-
nite bus through a transmission line, and operating at different
loading conditions, is considered. The linearized incremental
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Fig. 2. System block diagram.

model of this system, voltage regulator and exciter included, is
shown in Fig. 2.

The constants to , with the exception of , which
is only a function of the ratio of the impedance, are dependent
upon the actual real and reactive power loading as well as the
excitation levels in the machine [7]. The system data are given
in Appendix I.

The simultaneous damping enhancement of the system is
demonstrated by considering five different loading conditions
( ). The operating points were selected randomly as
follows:

The eigenvalues of the system at the five operating points con-
sidered, without PSS, are:

The damping ratios of the electromechanical modes are respec-
tively:

We used the objective function with the TS and to
shift the electromechanical mode of each of the five systems to
the left of the vertical line defined by The gains of
the PSS and in this case were found to be:

and

The eigenvalues of the five systems, with PSS, are given in
Table I:

The damping ratios of the electromechanical modes are:

TABLE I
EIGENVALUES WITH PSS [EXAMPLE 1]

Fig. 3. Single line diagram for the New England System [20].

indicating a simultaneous improvement in the response of the
five systems.

The extension of the suggested technique to the multimachine
case is demonstrated next. In general, for a system consisting
of machines each equipped with a stabilizer of the type de-
scribed in this paper, the number of parameters to be optimized
using the tabu search and objective functionwill be , and
the number of electromechanical modes to be shifted will be

. If operating points are selected for simultaneous stabi-
lization, the parameters will be tuned such that the
modes are relocated as specified.

B. Example 2. Thirty Nine-Bus Ten-Machine System

In this part of the study, the 10-machine 39-bus power system
shown in Fig. 3 is considered. Details of the system data are
given in [20]. Generator is an equivalent power source repre-
senting parts of the U.S.-Canadian interconnection system. This
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TABLE II
ELECTROMECHANICAL MODES; DAMPING RATIOS [EXAMPLE 2, NO PSSS]

TABLE III
PSS PARAMETERS [EXAMPLE 2, WITH J ]

large system was selected to further demonstrate the versatility
of the suggested technique.

Without power system stabilizers, the system damping is poor
and the system exhibits highly oscillatory response [20]. It is
therefore necessary to install one or more PSS to improve the dy-
namic performance. To identify the optimum locations of PSS’s,
the participation factor method [21] and the sensitivity of PSS
effect method [22] were used. The results indicate that machines

and are the optimum locations for installing PSS’s
to damp out the local and inter-areas modes of oscillations.

The robust tuning of the PSS’s is demonstrated by consid-
ering three operating points labeled as nominal, light and heavy
loading conditions. These loading conditions were obtained by
varying the load admittances of the system.

The system nine electromechanical modes and the damping
ratio without PSS’s, for the three operating points considered,
are given in Table II. Note that the system is unstable for heavy
loading.

Using as the objective function with, , the op-
timum values of the PSS parameters for the three PSS’s used
are given in Table III.

The objective function achieved is indicating
that the mechanical modes have been shifted to the left of the
vertical line in the complex -plane.

The system electromechanical modes and damping ratios,
with the parameters of the PSS’s set as in Table III, are given
in Table IV.

The dynamic responses of the system to a 6-cycle three-phase
fault near bus 29 at the end of line 26–29 are shown in Figs.
4–6, for the three loading conditions, and with parameters of
the PSS’s set as in Table III. The robustness of the PSS is quite

TABLE IV
ELECTROMECHANICAL MODES; DAMPING RATIOS [EXAMPLE 2, WITH J ]

Fig. 4. Response to a three-phase fault with nominal conditions [New England
system:N = 3, objective functionJ ].

evident. An excellent improvement in the damping over a wide
range of operating conditions have been achieved with one set
of PSS parameters.

VI. CONCLUSION

The use of tabu search to design robust power system sta-
bilizers for power systems working at various operating condi-
tions is investigated in this paper. The problem of selecting the
PSS parameters, which simultaneously improve the damping at
various operating conditions, is converted to an optimization
problem with an eigenvalue-based objective function which is
solved by a tabu search algorithm. An objective function is pre-
sented allowing the robust selection of the stabilizer parame-
ters that will optimally place the closed-loop eigenvalues in the
left-hand side of a vertical line in the complex-plane.

The suggested robust design technique was successfully
demonstrated on a single-machine infinite bus system, and a
multimachine power system, operating at different loading
conditions.

The performance of the robust PSS’s, tuned using the sug-
gested technique, is verified through eigenvalue analysis and
simulation results.
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Fig. 5. Response to a three-phase fault with light conditions [New England
system:N = 3, objective functionJ ].

Fig. 6. Response to a three-phase fault with heavy conditions [New England
system:N = 3, objective functionJ ].

APPENDIX I
SYSTEM DATA

Single-Machine-Infinite-Bus System

The system data are as follows [9]:

Machine (p.u.)

rad/s sec

sec

Transmission Line (p.u.)

Exciter and Stabilizer

sec sec

sec

sec sec.

bounds for the stabilizer adjustable gain and time constants are
[0.01, 10] and [0.03, 1.0], respectively.

Multimachine Power System [20]

Machine Model:

(A.1)

(A.2)

(A.3)

(A.4)

(A.5)

sec sec.

bounds for the stabilizer adjustable gain and time constants are
[0.01, 20] and [0.06, 0.8], respectively.

APPENDIX II
TABU SEARCH ALGORITHM

The following notation is used in the description of the tabu
search algorithm:

: The set of feasible solutions for a given problem.
: Current solution,
: Best solution reached
: Best solution among a sample of trial solutions.

: Evaluation function of solution
: Set of neighborhood of (trial solutions)
: Sample of neighborhood of;

: Sorted sample in ascending order according to their
evaluation functions,

TL: Tabu list.
AL: Aspiration level.

Step(0): Set tabu list (TL) as empty and aspiration level (AL)
to be zero.
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Step(1): Set iteration counter . Select an initial solu-
tion , and set .

Step(2): Generate randomly a set of trial solutions
(neighbor to the current solution) and sort them

in an ascending order, to obtain . Let be the
best trial solution in the sorted set (the first in
the sorted set).

Step(3): If , go to Step(4), else set the best
solution and go to Step(4).

Step(4): Perform the tabu test. If is NOT in the TL, then
accept it as a current solution, set , and update
the TL and AL and go to Step(7), else go to Step(5).

Step(5): Perform the AL test. If satisfied, then override the
tabu state, Set , update the AL and go to Step(7),
else go to Step(6).

Step(6): If the end of the is reached, go to Step(7),
otherwise, let be the next solution in the and
go to Step(4).

Step(7): Perform termination test. If the stopping criterion is
satisfied then stop, else Set and go to Step
(2).

In our implementation, the search is stopped if either of the
following two conditions is satisfied:

• The number of iterations performed since the best solu-
tion last changed is greater than a prespecified maximum
number of iterations; or

• Maximum allowable number of iterations is reached.
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