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ABSTRACT - This paper presents a thyristor controlled
phase shifter (TCPS) based stabilizer design using simulated
annealing (SA) algorithm. The design problem of TCPS based
stabilizer is formulated as an optimization problem. An
eigenvalue based objective function to increase the system
damping is proposed. Then, SA algorithm is employed to
search for optimal setting of stabilizer parameters. Two
different control schemes have been proposed and tested on a
weakly connected power system with different disturbances
and  loading conditions. Nonlinear simulation results show the
potential of SA algorithm to the design problem of TCPS
based stabilizer. Effectiveness of the proposed control schemes
over a wide range of loading conditions has been
demonstrated. It was also observed that the TCPS controller
provides efficient damping of low frequency oscillations and
improves greatly the voltage profile of the system under
severe disturbances.

Keywords: thyristor controlled phase shifter, power system
stabilizer, simulated annealing algorithm.

1 INTRODUCTION

Due to increasing complexity of electrical power
systems, there has been increasing interest in the
stabilization of such systems. In the past two decades, the
utilization of supplementary excitation control signals for
improving the dynamic stability of power systems and
damping out the low frequency oscillations has received
much attention [1-3]. Nowadays, the conventional power
system stabilizer (CPSS) - a fixed parameters lead-lag
compensator - is widely used by power system utilities [1].
Although PSSs extend the power system stability limit by
enhancing the system damping, they suffer a drawback of
being liable to cause great variations in the voltage profile
and they may even result in leading power factor operation
and losing system stability under severe disturbances [4-5].

The recent advances in power electronics have led to
the development of the flexible alternating current
transmission systems (FACTS). FACTS are designed to
overcome the limitations of the present mechanically

controlled power systems and enhance power system
stability by using reliable and high-speed electronic
devices. One of the promising FACTS devices is the
thyristor controlled phase shifter (TCPS). A considerable
attention has been directed to analysis and realization of
various TCPS schemes [6-7]. However, a relatively little
work in TCPS control aspects has been reported in the
literature. Edris [8] proposed a simple control algorithm
based on equal area criterion. Recently, Jiang et al [9]
proposed a control technique based on nonlinear variable
structure control theory. In their control scheme the phase
shift angle is determined as a nonlinear function of rotor
angle and speed. However, in real life power system with a
large number of generators, the rotor angle of a single
generator measured with respect to the system reference
will not be very meaningful. Tan and Wang [10] proposed
a direct feedback linearization technique to linearize and
decouple the power system model to design the excitation
and phase shifter controllers.

Despite the potential of modern control techniques with
different structures, power system utilities still prefer a
conventional lead-lag controller structure [2-3]. The
reasons behind that might be the ease of on-line tuning and
the lack of assurance of the stability related to some
adaptive or variable structure techniques. It is shown that
the appropriate selection of conventional lead-lag stabilizer
parameters results in effective damping to low frequency
oscillations [3].

In the last few years, simulated annealing (SA)
algorithm [11-12] appeared as a promising heuristic
algorithm for handling the combinatorial optimization
problems. It has been theoretically proved that the SA
algorithm converges to the optimum solution [11]. Another
strong feature of SA algorithm is that a complicated
mathematical model is not needed and the constraints can
be easily incorporated [11].

In this paper, design of TCPS based stabilizer using SA
algorithm is investigated. Two different control schemes
have been proposed and tested on a weakly connected
power system. Based on eigenvalue analysis and simulation
results, it was observed that the proposed control schemes
provide good damping of electromechanical modes of
oscillations, enhance power system stability, and improve
the system voltage profile.

2 THYRISTOR CONTROLLED PHASE SHIFTER

Paper BPT99-457-12 accepted  for  presentation at
the IEEE Power  Tech'99 Conference, Budapest,
Hungary,    Aug 29 - Sep 2, 1999.



In this study, a single machine infinite bus system with
an TCPS shown in Fig. 1 is considered. The TCPS has a
ratio of 1:1/-Φ. The generator is connected to the infinite
bus via a transmission line. The configuration of an TCPS
and the corresponding phasors of the system voltages are
shown in Fig. 2. Generally, TCPS is a device that changes
the relative phase angle between system voltages.
Therefore, the real power flow can be regulated to mitigate
the low frequency oscillations and enhance power system
transient stability. To achieve this goal, the system voltage
v is provided to the converter by the exciting transformer
ET as shown in Fig. 2. The converter output voltage vTCPS

is injected in the system by the series boosting transformer
BT. The converter controls the magnitude and/or the angle
of the injected voltage [11]. As shown in the phasor

diagram, the voltage at the end bus of TCPS 'v  is phase
shifted with respect to the input voltage v by angle Φ.
Therefore, the real power flow can be described as
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Hence, controlling the angle Φ can regulate the real
power flow to mitigate the low frequency oscillations.
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Fig. 1: Single machine infinite bus system with a TCPS
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Fig. 2: The configuration of TCPS

3 LINEARIZED POWER SYSTEM MODEL

The generator is represented by the third-order model
comprising of the electromechanical swing equation and
the generator internal voltage equation. The swing equation
is divided to the following equations

ρδ ω ω= −b ( )1 (2)

MDPP em /))1(( −−−= ωρω (3)

mP  is assumed to be constant and eP  can be expressed as

qqdde ivivP += (4)

The internal voltage, '
qE , equation is

ρE E x x i E Tq fd d d d q do
' ' ' '( ( ) ) /= − − − (5)

The IEEE Type-ST1 excitation system shown in Fig. 3
is considered in this study. It can be described as

AfdPSSrefAfd TEuvVKE /))(( −+−=ρ (6)

where;
2/122 )( qd vvv += (7)

qqd ixv = (8)

ddqq ixEv '' −= (9)

Fig. 4 illustrates the block diagram of an TCPS
stabilizer. The Phase shift angle of the TCPS, Φ, is
expressed as

sTCPSrefs TuK /))(( Φ−−Φ=Φρ (10)
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Fig. 3: IEEE Type-ST1 excitation system with conventional  PSS
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Fig. 4: TCPS with conventional lead-lag stabilizer

In the stabilizer design problem, the linearized incremental
model around a nominal operating point is usually
employed [1-3]. Generally, the linearized system model
can be written as

BUAXX +=ρ (11)

Here, the state vector X is T
fdq EE ],,,[ ' ∆∆∆∆ ωδ  and

the control vector U is T
PSSu ],[ ∆Φ .
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A TCPS based stabilizer and PSS as shown in Figs. 3
and 4 are considered in this study. In this structure, the
washout time constant Tw and the time constants T2 TCPS, T4

TCPS, T2 PSS, and T4 PSS are usually prespecified. In this study,
Tw=5s and T2 TCPS=T4 TCPS= T2 PSS=T4 PSS=0.1s. The
stabilizer gains KTCPS and KPSS, and time constants T1 TCPS,
T3 TCPS, T1 PSS, and T3 PSS are remained to be determined.
The following control schemes are proposed.
• Scheme (a) where TCPS based stabilizer only is

considered. In this scheme, the tuning parameters are
KTCPS, T1 TCPS, and T3 TCPS.

• Scheme (b) where coordinated design of both TCPS
based stabilizer and PSS is considered. In this scheme,
the tuning parameters are KTCPS, T1 TCPS, T3 TCPS, KPSS,
T1 PSS, and T3 PSS.

Participation factors method [13] is used to identify the
eigenvalues of the system matrix A associated with the
electromechanical modes. The following objective function
J to increase the system damping is proposed as

J=ζ of electromechanical mode (12)

where ζ is the damping ratio. The problem constraints are
the optimized parameter bounds. Therefore, the design
problem can be formulated as the following optimization
problem.

Maximize J (13)

Subject to

KTCPS
min ≤ KTCPS≤  KTCPS

max (14)
T1 TCPS

min ≤ T1 TCPS≤  T1 TCPS
max (15)

T3 TCPS
min ≤ T3 TCPS≤  T3 TCPS

max (16)
KPSS

min ≤ KPSS≤  KPSS
max

(17)
T1 PSS

min ≤ T1 PSS≤  T1 PSS
max (18)

T3 PSS
min ≤ T3 PSS≤  T3 PSS

max (19)

The proposed approach employs SA algorithm to solve
this optimization problem and search for optimal or near
optimal set of the optimized parameters.

5 SIMULATED ANNEALING ALGORITHM

5.1 Overview

Simulated annealing is an optimization technique that
simulates the physical annealing process in the field of
combinatorial optimization. Annealing is the physical
process of heating up a solid until it melts, followed by
slow cooling it down by decreasing the temperature of the
environment in steps. At each step, the temperature is
maintained constant for a period of time sufficient for the
solid to reach thermal equilibrium.

Metropolis et al [12] proposed a Monte Carlo method
to simulate the process of reaching thermal equilibrium at a
fixed value of the temperature T. In this method, a
randomly generated perturbation of the current
configuration of the solid is applied so that a trial

configuration is obtained. This trial configuration is
accepted and becomes the current configuration if it
satisfies an acceptance criterion. The process continues
until the thermal equilibrium is achieved after a large
number of perturbations. By gradually decreasing the
temperature T and repeating Metropolis simulation, new
lower energy levels become achievable. As T approaches
zero least energy configurations will have a positive
probability of occurring.

5.2 SA Algorithm

At first, the analogy between a physical annealing
process and a combinatorial optimization problem is based
on the following [11]:
• Solutions in an optimization problem are equivalent to

configurations of a physical system.
• The cost of a solution is equivalent to the energy of a

configuration.
In addition, a control parameter Cp is introduced to play the
role of the temperature T.

The basic elements of SA are defined as follows :-
• Current, trial, and best solutions, xcurrent, xtrial, and

xbest: these solutions are sets of the optimized
parameter values at any iteration.

• Acceptance criterion: at any iteration, the trial
solution can be accepted as the current solution if it
meets one of the following critera; (a) J(xtrial) <
J(xcurrent); (b) J(xtrial) > J(xcurrent) and exp(-(J(xtrial)-
J(xcurrent))/ Cp) ≥ rand(0,1). Here, rand(0,1) is a
random number with domain [0,1] and J(xtrial)and
J(xcurrent) are the objective function values associated
with xtrial and xcurrent respectively. Criterion (b)
indicates that the trial solution is not necessarily
rejected if its objective function is not as good as that
of the current solution with hoping that a much better
solution become reachable.

• Acceptance ratio: at a given value of Cp, an n1 trial
solutions can be randomly generated. Based on the
acceptance criterion, an n2 of these solutions can be
accepted. The acceptance ratio is defined as n2/n1.

• Cooling schedule: it specifies a set of parameters that
governs the convergence of the algorithm. This set
includes an initial value of control parameter Cp0, a
decrement function for decreasing the value of Cp, and
a finite number of iterations or transitions at each
value of Cp, i.e. the length of each homogeneous
Markov chain. The initial value of Cp should be large
enough to allow virtually all transitions to be accepted.
However, this can be achieved by starting off at a
small value of Cp0 and multiplying it with a constant
larger than 1, α, i.e. Cp0=αCp0. This process continues
until the acceptance ratio is close to 1. This is
equivalent to heating up process in physical systems.
The decrement function  for decreasing the value of Cp

is given by Cp=µ Cp where µ is a constant smaller than
but close to 1. Typical values lie between 0.8 and 0.99
[11].

• Equilibrium condition: it occurs when the current
solution does not change for a certain number of



iterations at a given value of Cp. It can be achieved by
generating a large number of transitions at that value
of Cp.

• Stopping Criteria: these are the conditions under
which the search process will terminate. In this study,
the search will terminate if one of the following
criteria is satisfied: (a) the number of Markov chains
since the last change of the best solution is greater than
a prespecified number; or, (b) the number of Markov
chains reaches the maximum allowable number.

The SA algorithm can be described in steps as follows:
Step 1: Set the initial value of Cp0 and randomly generate

an initial solution xinitial and calculate its objective
function. Set this solution as the current solution
as well as the best solution, i.e. xinitial= xcurrent=xbest.

Step 2: Randomly generate an n1 of trial solutions in the
neighborhood of the current solution.

Step 3: Check the acceptance criterion of these trial
solutions and calculate the acceptance ratio. If
acceptance ratio is close to 1 go to step 4; else set
Cp0 = α Cp0, α>1, and go back to step 2.

Step 4: Set the chain counter kch=0.
Step 5: Generate a trial solution xtrial. If xtrial satisfies the

acceptance criterion set xcurrent = xtrial, J(xcurrent)=
J(xtrial), and go to step 6; else go to step 6.

Step 6: Check the equilibrium condition. If it is satisfied
go to step 7; else go to step 5.

Step 7: Check the stopping criteria. If one of them is
satisfied then stop; else set kch=kch+1 and Cp=µCp,
µ<1, and go back to Step 5.

6 APPLICATION OF SA TO THE DESIGN
PROBLEM

SA algorithm has been applied to search for optimal
settings of the optimized parameters of the proposed
control schemes. The final settings of the optimized
parameters for the proposed scheme (a) and (b) are given
in Tables 1 and 2 respectively. The convergence rate of the
objective function J with the number of iterations is shown
in Fig. 5.

It is worth mentioning that the optimization process has
been carried out with the system operating at nominal
loading condition given below in Table 3.

TABLE 1: THE OPTIMAL SETTINGS OF THE STABILIZER
PARAMETERS OF THE PROPOSED SCHEME (a)

KTCPS T1 TCPS T3 TCPS

96.99 0.080 0.085

TABLE 2: THE OPTIMAL SETTINGS OF THE STABILIZER
PARAMETERS OF THE PROPOSED SCHEME (b)

KTCPS T1 TCPS T3 TCPS KPSS T1 PSS T3 PSS

8.760 0.944 0.119 40.62 0.150 0.115
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Fig. 5: Objective function variations of the proposed schemes

7 SIMULATION RESULTS

To assess the effectiveness and robustness of the
proposed control schemes, three different loading
conditions given in Table 3 were considered. Moreover,
different disturbances and system parameter variations
were applied. The performance of the proposed control
schemes is compared to that of CPSS given in [14].

It is worth mentioning that all the time domain
simulations were carried out using the nonlinear power
system model. The system data is given in [15].

7.1 Nominal Loading

At this loading condition, the system eigenvalues with
and without the proposed control schemes are given in
Table 4. It is shown that the open loop system is unstable
and the CPSS [14] stabilizes the system with an
electromechanical mode damping ratio ζ of 0.254. The
corresponding damping ratios of the proposed schemes (a)
and (b) are 0.656 and 0.744 respectively. It is quite clear
that the proposed control schemes enhance greatly the
damping of electromechanical mode of oscillation.
However, better damping can be achieved with proper
coordinated design of TCPS based stabilizer and PSS.

TABLE 3: LOADING CONDITIONS

Loading P (pu) Q (pu) v (pu) Φ (Deg.)
Nominal 1.0 0.015 1.05 0.0

Leading PF 0.70 -0.20 1.05 5.0
Heavy 1.10 0.40 1.05 5.0

TABLE 4: SYSTEM EIGENVALUES WITH AND WITHOUT
CONTROL

No PSS CPSS [7] Prop. Sch. (a) Prop. Sch. (b)
+0.3±j5.0* -1.2±j4.4* -3.2±j3.7* -4.0±j3.5*

-10.4±j3.3 -4.6±j7.4 -6.6±j7.6 -6.3±j5.6
----------- -0.2, -18.7 -11.2±j0.9 -10±j0.01
----------- ------------ -0.2, -18.1 -15.2±j8.1
----------- ----------- ----------- -9.2, -0.2, -0.2

* Eigenvalues associated with the electromechanical mode



The behavior of the proposed control schemes under
transient conditions was verified by applying a three phase
fault at the infinite bus at t=1s. The fault duration was 0.1s.
The system response is shown in Figs. 6 and 7. It can be
seen that the first swing in the torque angle is significantly
suppressed with the proposed control schemes. Thus,
TCPS based stabilizer outperforms CPSS in damping of
first swing and increasing of stability margin. In Fig. 7, the
voltage profile is greatly improved with the proposed
TCPS based stabilizer when applied independently. This
confirms that PSS degrades the voltage profile under
severe disturbances.
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Fig. 6: δ response with nominal loading
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Fig. 7: Terminal voltage response with nominal loading

7.2 Leading PF Loading

It may become necessary to operate the generator at a
leading power factor. In this case, the stability margin is
reduced and it becomes important to test the proposed
control schemes under this situation. A three phase fault
test has been applied at the infinite bus for 0.1s. The system
response is shown in Figs. 8 and 9. It is shown that the
system damping characteristics are significantly enhanced
with the proposed control schemes.

7.3 Heavy Loading

A three phase fault disturbance at the infinite bus for
0.05s was applied. The results are shown in Figs. 10 and
11. It can be seen that the proposed control schemes

suppress the first swing in torque angle and extend the
system stability limit. In addition, the voltage profile is
greatly improved with the proposed TCPS based stabilizer
in terms of overshoots and settling time.
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Fig. 8: δ response with leading PF loading
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Fig. 9: Terminal voltage response with leading PF loading

8 CONCLUSIONS

In this study, the effects TCPS based stabilizer when
applied independently and also through coordination with
PSS have been investigated. The stabilizer design problem
is formulated as an optimization problem where SA
algorithm has been proposed to search for optimal settings
of stabilizer parameters. The proposed control schemes
have been tested on a weakly connected power system
under different disturbances and loading conditions. The
results show that
(a) the potential of SA algorithm to solve the problem of

TCPS based stabilizer design;
(b) the TCPS based stabilizer provides good damping of

low frequency oscillations and improves greatly the
voltage profile;

(c) the effectiveness and robustness of the proposed
control schemes over a wide range of loading
conditions.
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