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Abstract

In this paper, selection of the variable structure controller (VSC) feedback gains by genetic algorithms (GA) is presented
contrary to the trial and error selection of the variable structure feedback gains reported in the literature. This is considered as
one of the main underlying problems associated with VSC. The proposed method provides an optimal and systematic way of
feedback gains selection in the VSC. To test the effectiveness of the new selection method, the proposed design has been applied
to the load frequency problem of a single area power system. The system performance against step load variations has been
simulated and compared to some previous methods, Simulation results show that not only the dynamic system performance has
been improved, but also the control effort is dramatically reduced. © 2000 Elsevier Science S.A. All rights reserved.
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1. Introduction

Application of the wvariable structure controllers
(VSC) to different engineering problems including
power systems [1-9], aerospace [l0-12], robotics
[13,14], and many others has been increasing in the last
two decades. One of the main underlying problems
associated with VSC design is the selection of the
feedback gains. Generally, the gains are chosen by trial
and error such that they will satisfy certain system
performance requirements. Very recently, the problem
of VSC feedback gains selection has been considered by
[3]. Their approach essentially was to try all allowable
values of the feedback gains and evaluate a perfor-
mance index for each possible set of feedback gains.
The optimal feedback gains selected are those which
minimize the performance index. This approach is nu-
merically intensive especially for large numbers of feed-
back gains.

Genetic algorithms (GA) are robust search and opti-
mization techniques which have been applied to many
practical problem [15,16]. The use of GA in control
application is increasing considerably [17-22]. In the
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present work, a new approach based on GA is pro-
posed for the selection of the VSC feedback gains. This
is accomplished by formulating the VSC feedback gains
selection as an optimization problem and GA are used
in the optimization process. The proposed method pro-
vides an optimal and systematic way of feed back gains
selection in the VSC.

In order to test the effectiveness of the proposed new
method of selecting the VSC gains, it has been applied
to the load frequency control (LFC) problem of a
power system. Fig. 1 shows the transfer function model
of the LFC for a single area power system [2]. The
dynamic model in state-variable form can be obtained
from the transfer function model and is given as
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Fig. 1. Block diagram of single control area.
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Fig. 2. Block diagram of VSC.

X(t) = AX(¢) + Bu(t) + Fd(1) (1)

where X is four-dimensional state vector, # one-dimen-
sional control force vector, d one-dimensional distur-
bance vector, A 4 x4 system matrix, B 4 x 1 input
matrix, and F is the 4 x 1 disturbance matrix.

—~YT, KT, 0 0

i 0 —YT, T, 0
—1RT, 0 —UT, —1T,

K 0 0 0

BT™=[0 0 1T, 0]
F'=[K,/T, 0 0 0]

The control objective in the LFC problem is to keep
the change in frequency (Aw = x,) as close to 0 as
possible when the system is subjected to a load distur-
bance (d) by manipulating the input ().

2. Theory of VSC

The fundamental theory of variable structure systems
may be found in [23]. A block diagram of the VSC is
shown in Fig. 2, where the control law is a linear state
feedback whose coefficients are piecewise constant func-
tions. Consider the linear time-invariant controllable
system given by

X=AX+ BU 2

where X is the n-dimensional state vector, U the m-di-
mensional control force vector, 4 the n x n system
matrix, and B the n x m input matrix.The VSC control
laws for the system of Eq. (2) are given by

w=—yX=—>y;x; i=12 ..m 3)

j=1

where the feedback gains as

'/’tf/':{ o
—

and

7 (X)=C'X=0, i=1, ... m

if x,0,>0; i=1, ..., m

p i xo,<0; =1, ., n

where C; are the switching vectors which are deter-
mined usually via a pole placement technique.

The design procedure for selecting the constant
switching vectors C; is described below [2].

2.1. Step 1

Define the coordinate transformation

Y=MX 4)
such that
0
MB= | - (5)
B,

where M is nonsingular n x n matrix and B, is a
nonsingular m x m matrix. From Egs. (2), (4) and (5)

Y=MX=MAM 'Y + MBU (6)

Eq. (6) can be written in the form

Y, Ay, An|Y 0
-l e Ll ™
Y2 A2l A22 Y2 BZ
where A,,, A,,, A, A5, are, respectively (n —m) x (n —
m), (n—m) x m, m x (n—m) and (m X m) submatrices.

The first Eq. (7) together with Eq. (2) specifies the
motion of the system in the sliding mode i.e.

Y1=A11Y1+A12Y2 (8)
Z(Y) = C11Y1 + C12Y2 (9)

where C;, and C,, are m x (n —m) and (m X m) ma-
trices, respectively, satisfying the relation

[C,, Chl=C"M"'! (10)

Eqgs. (9) and (10) uniquely determine the dynamics in
the sliding mode over the intersection of the switching
hyperplanes

g(X)=CIX=0, i=1, ..., m

The subsystem described by Eq. (9) may be regarded
as an open loop control system with state vector ¥, and
control vector Y, being determined by Eq. (10), i.e.

Y,= -Cy'CY, (11)

Consequently, the problem of designing a system
with desirable properties in the sliding mode can be
regarded as a linear feedback design problem. There-
fore, it can be assumed, without loss of generality, that
C,, is the identity matrix of proper dimension.
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2.2. Step 2

Egs. (8) and (11) can be combined to obtain
Yl =4, —4,C)Y,

Utkin and Yang [24] have shown that if the pair (4,
B) is controllable, then the pair (4,,, A;,) is also
controllable. If the pair (4,,, A,,) is controllable, then
the eigenvalues of the matrix (4,, — A4,,C,,) in the
sliding mode can be placed arbitrarily by suitable
choice of Cj;. The switching vector C;, can be deter-
mined by pole placement or optimal placement of the
eigenvalues to achieve a specific response [2]. The feed-
back gains «; are usually determined by simulating the
control system and trying different values until satisfac-
tory performance is obtained.

3. Genetic algorithms

GA are directed random search techniques which can
find the global optimal solution in complex multidimen-
sional search spaces. GA was first proposed by Holland
[25] and have been applied successfully to many engi-
neering and optimization problems [16]. GA employ
different genetic operators to manipulate individuals in
a population of solutions over several generations to
improve their fitness gradually. Normally, the parame-
ters to be optimized are represented in a binary string.
To start the optimization, GA use randomly produced
initial solutions created by random number generator.
This method is preferred when a priori knowledge
about the problem is not available.

The flow chart of a simple GA is shown in Fig. 3.
There are basically three genetic operators used to
generate and explore the neighborhood of a population
and select a new generation. These operators are selec-
tion, crossover, and mutation. After randomly generat-
ing the initial population of say N solutions, the GA
use the three genetic operators to yield N new solutions
at each iteration. In the selection operation, each solu-
tion of the current population is evaluated by its fitness

I Initial Population I

Lh%mg

I Selection I

| Crossover I

'

L M utzlztion |

Fig. 3. Flow chart for a simple GA.

normally represented by the value of some objective
function, and individuals with higher fitness value are
selected. Different selection methods such as stochastic
selection or ranking-based selection can be used.

The crossover operator works on pairs of selected
solutions with certain crossover rate. The crossover rate
is defined as the probability of applying crossover to a
pair of selected solutions. There are many ways of
defining this operator. The most common way is called
the one-point crossover, which can be described as
follows. Given two binary coded solutions of certain bit
length, a point is determined randomly in the two
strings and corresponding bits are swapped to generate
two new solutions.

Mutation is a random alteration with small probabil-
ity of the binary value of a string position. This opera-
tion will prevent GA from being trapped in a local
minimum. The fitness evaluation unit in the flow chart
acts as an interface between the GA and the optimiza-
tion problem. Information generated by this unit about
the quality of different solutions are used by the selec-
tion operation in the GA. The algorithm is repeated
until a predefined number of generations have been
produced. More details about GA can be found in
[16,25,26].

4. Selection of the VSC feedback gains using GA

The feedback gains of the VSC are usually deter-
mined by trial and error. In this section, the proposed
GA approach for the selection of the feedback gains is
explained. To start the proposed GA method, a perfor-
mance index must be defined. The selection of the
performance index depends on the objective of the
control problem. The following step by step procedure
describes the use of GA in determining the feedback
gains optimally for the system described in Section 1.
1. Generate randomly a set of possible feedback gains.
2. Evaluate some performance index for all feedback

gains generated in step 1. In the present work, the
following two indices were selected. The first mini-
mizes the system frequency variation (Aw) regard-
less of the control effort (u), i.e.
r
Ji= | oAw2ndr 12)
while the other performance index minimizes both
the frequency variation and the control effort, i.e.
r

Js = | 0q18020) + grAu(r)ds 13)
where ¢, and ¢, are weighting coefficients.
Minimizing these indexes will keep the frequency
variation and/or the control effort as close to 0 as
possible when the system is subject to a step load

change.
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Fig. 5. Frequency variation (Aw), proposed, minimizing J, (---);
minimizing J, (....); method of [2] (—).
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3. Use genetic operators (selection, crossover, muta-
tion) to produce new generation of feedback gains.

4. Evaluate the performance index in step 2 for the
new generation of feedback gains. Stop if there is no
more improvement in the value of the performance
index or if certain predetermined number of genera-
tion has been used, otherwise go to step 3.

5. Simulation results

Consider the LFC problem described in Section 1
with the following system parameters [2],

T,=20s, K,=120 Hz pu. MW !, T,=03 s, K=
0.6 pu. MW~ rad~', 7,=0.08 s, R=2.4 Hz p.u.
MW~ 1,

Therefore, the corresponding numeric values of 4, B
and F are

—0.05 6 0 0

4= 0 —333 333 0
—5.208 0 —125 —12

0.6 0 0 0

BT=[0 0 125 0]
FT'=[—6 0 0 0]

A VSC for this system was designed in [2]. The
matrix M was taken as

M=

S O~ O
- o O O
S = O O

1
0
0
0

and the poles of the matrix (4,, — 4,,C) were arbitrar-
ily chosen at —4, — 6 and — 8. Therefore, the switch-
ing vector obtained by applying the procedure of
Section 2 is

C=[5.155 4385 1 16

and the feedback gains were selected by trial and error
as

=06 ,0,=0 , 03 =2 ,o,=0.

To start the proposed algorithm, a decision has to be
made about the GA parameters which include popula-
tion size, crossover probability, mutation probability,
and number of generations. The proper choice of these
parameters will ensure sufficient diversity in the popula-
tion, which prevents the GA from being trapped in a
local minimum. Moreover, random initial population
will prevent premature convergence, and does not bias
the performance of the GA. General guidelines avail-
able in the literature can be used in the selection process
of the GA parameters [16,26]. After so many trials, a

~o 5 10 15
Time (sec)

Fig. 6. Control effort (), upper, minimizing J,; middle, minimizing
Jy; lower, method of [2].
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Fig. 7. Frequency variation (Aw), o,=0.0019; o;=0.0022 (—);
o, =0; 03=0 (---).

population size of 30, a crossover probability of 0.7,
and a mutation probability of 0.001 are used. However,
it has been observed that the algorithm is robust for
small variations in the values of these parameters. The
search space for the feedback gains «;, o,, o5, and o, is
determined based on the knowledge that these parame-
ters are positive quantities. A random initial population
with size of 120 is generated uniformly in the search
space. The algorithm is terminated when there is no
significant improvement in the value of the perfor-
mance index.

Using the GA design procedure described in Section
4, the optimal feedback gains that minimizes the perfor-
mance indices J; and J, (where ¢;and ¢, were both
selected = 1) when the system is subjected to a step load
change of 0.03 (3%) are, respectively given by:

o, =2.0844 , o, =0.0249 , a3 = 1.4022
,0,=0

and

o, =0.7551 , a, =0.0019 , 03 =0.0022
5 OC4 = 0

The behavior of the performance indices J; and J, are
shown in Fig. 4.

Fig. 5 shows the simulation results of the change in
frequency (Aw) for the present and previous [2] designs
when the system is subjected to a step load change of
0.03 p.u. Although not much improvements is obtained
in the behavior of Aw for the proposed two designs as
compared to the previous one [2], the feedback gains
obtained through the proposed GA approach are much
smaller than those of [2]. As a result, a dramatic
decrease in the magnitude of the control efforts (u) is
observed as shown in Fig. 6. This can be considered as

one advantage of the GA selection of the feedback
gains. In addition, it is worth mentioning that since the
values of «,, and o5 are very close to 0 (in the case of
minimizing J,), the controller complexity can be re-
duced by setting these gains to 0. The implication of
this setting on the controller performance is shown in
Fig. 7. It is quite clear that the controller performance
is almost the same. It is very interesting to notice that
when minimizing J,, the controller effort is much better
than that when minimizing J,, Fig. 6. This is of course
on the expense of more frequency variation as shown in
Fig. 5. Therefore, it can be concluded that by proper
choice of ¢; and ¢, in Eq. (13), the designer can achieve
a trade off between the frequency deviation and the
control effort.

6. Conclusions

A new method of selecting the variable structure
feedback gains is presented in this paper. This is accom-
plished by formulating the VSC feedback gains selec-
tion as an optimization problem and GA are used in
the optimization process. The proposed method pro-
vides an optimal and systematic way of feedback gains
selection in the VSC compared to trial and error meth-
ods reported in the literature. The application of the
proposed method to the LFC problem reveals that not
only the system performance is highly improved but
also the control effort is dramatically reduced as com-
pared to previous methods. Using GA and by proper
choice of the performance index to be evaluated, the
designer can achieve a trade off between the frequency
deviation and the control effort.
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