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Abstract

Performance of streaming media servers is a key contributor to the success of
streaming multimedia applications; either live broadcast of events or video on
demand. While according to Moore’ slaw, processor speed hasbeen doublingroughly
every eighteen months, memory and disk access speeds increase at the rate of only
about 10% per year Therefore, bottleneck in server performance has shifted from
processors to memory and disk. Memory hierarchy performance, and cache
performance in particular, is the limiting factor in the performance of high
throughput streaming servers. We carried out a measurementbased study of the
memory performance of two leading streaming media servers. Darwin streaming
server and Windows media server. Our goal isto determine the specific conditions
under which on-chip cache or main memory becomes a major bottleneck for the
performance of these streaming media servers. Our measurement indicate that at
large number of client requests, the memory performance degrades significantly,
leading to large number of cache misses and page faults. In addition to memory
performance, we also compare the CPU usage and throughput of these streaming

media servers.

1. INTRODUCTION

Since its introduction in ealy 1990s, the concept of dreaming media has experienced
a dramatic growth and trandformation from a nove technology into one of the
maindream manners in which people experience the Interngt today. Indeed, such
gowth would not be possble without adeguate progress in the development of
various core technologies utilized by streaming media software and hardware.

The concept of dreaming media came a a time when basc multimedia technologies
had dready edablished themsdves on deskiop PCs. Audio and video dips were



digitized, encoded, and presented as files on the computer’s file sysem. To view the
information recorded in such files PC users ran specid software desgned to
decompress and render them on the screen. The firg and most natura extension of
this paradigm on the Internet was the concept of downloadable media Compressed
media files from the Web were downloaded on locad meachines, where they could be
played back usng standard multimedia software. However, this was not a satisfactory
solution for users with limited amounts of disk space, dow connection speeds and/or
limited patience. This essatidly crested the need for streaming media, a technology
that enable a user to experience a multimedia presentation on the fly, whileit is being
downloaded from the Internet.

Streaming servers play a key role in providing streaming services. To offer quality-
dreaming services, Sreaming servers are required to process multimedia data under
timing condraints and support interactive control operations such as pauseresume,
fast forward, and fast backward. Furthermore, streaming servers need to retrieve
media components in a synchronous fashion. These sarvers ddiver live or on-demand
audio or video contet to potentidly thousands of dlients didributed across the

Internet.

Because of the dringent timing and qudity-of-service requirements, high-bandwidth
demands, and the CPU and memory intensve characteridics of these gpplications, the
performance of the sarver hardware is criticd for efficient performance and ddivery
of high quaity multimedia contents.

In this report, we present an experimenta sudy of the memory peformance of
dreaming media sarvers. We obtained low-level details of server performance for a
number of configurations. We obtained measurements for cache misses and page
faults using two leading sreaming media servers Dawin streaming media server and
Windows media server. The measurements were obtained for varying number of
dient requests and two levels of excoding rates and Stream digtribution. We compare
the throughput, CPU utilization, and cache and memory performance of two
commercid dreaming media sarvers: Apple’s Dawin  Streaming  Server  and
Microsofts Windows Media Server. Our measurements indicate that when the
dreaming servers ae subjected to high number of dient requests loads the cache



misses and page faults become more frequent and performance is ggnificantly
affected. In addition, the qudity of service (QoS) experienced by the dient degrades,
resulting in higher packet loss and lower frame rate.

The rest of this report is organized as follows In section 2, we present background
information on dreaming media technology and concepts while in section 3 we
discuss some rdaed work in the literature. We present our expeaimentd work in
section 4 and discuss the results in section 5. The conclusors and future direction of
this research isoutlined in section 6.

2. BACKGROUND AND MOTIVATION

Streaming media saver peaformance evauation requires understanding of the
achitecture of such a system. In this section, we fird present sx key aess of a
dreaming media architecture and then review three widdy used dreaming media
sves This discusson leads to the motivation for evauating memory performance

of streaming media servers.

2.1 Streaming Ar chitecture

The dreaming media technology can be broadly grouped into Sx key aess, namdy:
video compresson, goplicationlayer QoS control, continuous media didribution
svice, dreaming sarvers, media  synchronization mechanisms and  protocols  for
dreaming media Each of these Sx aress is a badc building block for streaming media
architectures[1].

Raw video and audio data are pre-compressed by gppropriate compresson dgorithms
and then saved in dtorage devices. Upon a client’s request, a streaming server retrieves
compressed video/audio data from dtorage devices and then the gpplication-layer QoS
cantrol module adapts the video/audio bit-streams according to the network status and
QoS requirements. After the adgptation, the trangport protocols pecketize the
compressad bit-streams and tranamit the video/audio packets to the Internet. Packets
may be dropped or experience excessve dday indde the Internet due to congestion.



To improve the qudity of video/audio transmisson, continuous media digribution
savices (eg., caching) are deployed in the Internet. For packets tha are successfully
ddivered to the recever, they fird pass through the trangport layers and ae then
processed by the agpplication layer before being decoded a the video/audio decoder.
To eachieve synchronizetion between video and audio presentations, media
gynchronization mechanisms ae required. We briefly describe these sx areas as

follows.

211 Video compresson

Raw video/audio must be compressed before transmisson to achieve efficiency.
Video compresson schemes can be dassfied into two categories scdable and
nonscalable video coding. Scaable video is cgpable of gracefully coping with the
bandwidth fluctuations in the Internet [2], hence widdy deployed for Sreaming over
the Internet and organizations intranets. Popular streaming protocols like Microsoft
ASF (active gtreaming format), Apple .MOV and Real Networks RM (red media) are
the most widdly deployed.

2.1.2 Application-layer QoS control

To cope with varying network conditions and different presentation qudity requested
by the usars vaious applicationlayer QoS control techniques have been proposed
[3], [4], [5]. The applicaion-layer techniques include congestion control and error
control. Their respective functions are as follows. Congestion control is employed to
prevent packet loss and reduce dday. Error control, on the other hand, is to improve
video presentation qudity in the presence of packet loss.

2.1.3 Continuous media digtribution services

In order to provide qudity multimedia presentations, adequate network support is
cucid. This is because network support can reduce transport delay and packet loss
ratio. Built on top of the Internet (IP protocol), continuous media didtribution services
are able to achieve QoS and efficiency for streaming video/audio over the bedt-effort
Internet.  Continuous media  didribution  sarvices  incdude  network  filtering,
goplicaion-leve multicast, and content replication [1].



2.1.4 Streaming servers

To offer high qudity streaming sarvices, sreaming media servers are required to
process multimedia daa under timing condrants. A dreaming saver typicdly
conggts of three subsysems: a communicator (eg., trangport protocols), an operating
system, and a Storage system.

The operating system offers various services rdated to the essentia resources, such as
the CPU, main memory, storage, and dl input and output devices. Since resources are
limited, the sener can only sarve a limited number of dlients with requested QoS.
Therefore, resource management is required to manage resources 0 as to

accommodate timing requirements.

2.15 Mediasynchronization mechanisms

Media synchronization refers to mantaning the tempord redionships within one
data stream and between various media dreams. It is a mgor feature that digtinguishes
multimedia gpplications from other traditiond data gpplicaions With media
synchronization mechanisms, the gpplicetion a the receiver Sde can present various
media streams in the same way as they were originaly captured.

2.1.6 Protocolsfor streaming media

Protocols ae desgned and sandardized for communication between dients and
sreaming servers. Protocols for streaming media provide such sarvices as network
addressing, trangport, and session control.  According to ther functiondities, the
protocols can be classfied into three categories networklayer protocol such as
Internet protocol (IP), trangport protocol such as user datagram protocol (UDP), and
session control protocol such as reg-time streaming protocol (RTSP) [6].

It is important to didinguish between two modes in which video information can be
digributed over the Internet, namdy, live broadcagsing and onrdemand Streaming.
Below, we congder esch of these modds and the corresponding delivery mechanisms
used by modern streaming media systems.



Didribution of Live Video

The source of live video informaion (such as any standard andog video recorder) is
connected to the encoder. The encoding engine is responsble for cgpturing and
digitizing the incoming andog video informetion, compressing it, and passng the
resulting data down to the server. Alternativdy, the server can receive such
information from a Smulated Live Transfer Agent (SLTA), a software tool that reads
pre-encoded information from an archive and sends it to a server as if it has just been
encoded from a live source. In the smplest form, the server (or plitter) unicasts the
encoded video to eech of the dients. In this case, the parameters of the connection
between server and each dient can be edtimated a the beginning of each sesson and
can be sysematicaly monitored during the broadcad. In the case where a network is
equipped with multicast-endbled routers, the server needs to send only one multicast
sream, which is automaticaly replicated to dl subscribed dients on the network.

On Demand Didtribution

One of the mgor differences between live broadcast and on demand didribution is
that there is no direct connection between the encoder and the sarver in on demand
ddivery. Indead, a compressed video clip has to be recorded on disk fird, and then
the sarver will be able to use the resulting compressed file for digtribution. However,
sarve/dient communication for delivering on demand content is essentidly the same
as unicast dreaming of live content. Another difference between the two digtribution
schemes is that in on demand ddribution, a user is dlowed to rewind and/or fest
forward the presentation, while only rewind may be dlowed in live broadcast [7].

2.2 Commercial Streaming Servers
Poplar commercidly avalable dreaming media savers ae (1) Dawin sreaming
saver/QuickTime sreaming server (2) RedSystem server, and (3) Windows media

Server.

2.2.1 Darwin Streaming Server/QuickTime Streaming Server
This is a technology for ddivering media over the Internet. It is developed by Apple
Computers. DSS supports a variety of dreaming protocol and its ndive streaming file



format is MOV. It runs on severd plaforms including Windows 2000, Linux, Solaris,
FreeBSD and Mac OS X. It has features for both video on demand and live broadcast.

2.2.2 Real System Server

Rea Networks developed the RedSystem server, which runs on severd platforms
induding Solaris, Windows and Linux. It uses RSTP and RM dreaming file format. It
interoperates with Darwin dreaming server and supports video on demand and live
broadcast.

2.2.3 Windows Media Server

Windows media server is developed by Microsoft and is only supported on Windows
platform. It supports only Microsoft streaming protocols (mms) and sireaming file
format (asf, wmaand wmv). Windows media server supports video on demand and
live broadcast using Windows media encoder.

There has been tremendous progress in microprocessor technology, which leads to
high speed CPUs. Also, advances in memory and magnetic disk technology have lead
to improvement in memory dendty and magnetic disk densty much more than access
and cycle times. Densty of semiconductor DRAM increases by 60% per year,
quedrupling in three years, but cycde time has improved very dowly, decressng by
about one-third in 10 years In a dmilar fashion, megnetic disk dendty has been
improving by about 50% per year, dmos quadrupling in three years Access time has
improved by only one-third in 10 years [8]. It is obvious tha memory and disk
performance can limit the peformance of a busy sreaming media server that serves
highly popular compressed audio/video contents.

3. RELATED WORK

Growing deployment and use of Sreaming media servers is dso drawing the atention
of researchers to this. Performance of a streaming server is a key factor contributing to
the qudity of the multimedia content for the end-users Shenoy et d [9] highlighted
some fundamentd issues arising in multimedia server design. Technicd chdlenges in
dedgn; such a dorage and rerievd of multiresolution data, scdability and
management were presented.  Sohn et d [16] looked a the performance of a smdl-



scae VOD server. They conducted a measurement-based study in which they outlined
the predictability of the resHime scheduler and the performance of the VOD server.
Results of the peformance measurements showed that the network protocol
processng is a source of nonpredictability. They found that high performance
processor should be used to process the network protocol. However the performance

of the storage system was not a problem to the VOD service.

A dgnificat amount of work is reported in literature on the disk dorage issue for
streaming media servers. Due to large volumes of video and other multimedia files,
dorage and retrievd techniques play an important role in the performance of the
sve too. A dorage hierarchy to design a low-cost cache for a movie on demand
(MOD) server was proposed in [10]. The hierarchy congds of a disk, which stores the
popular movies, and a smdl amount of RAM buffers which dore only portions of the
movies. They reported that due to low cost of disks, the cost of a MOD server based
on the proposed architecture is subgtantidly less than one in which the entire movie is
loaded into RAM. Another multimedia architecture and daa refrievd modd for
supporting Smultaneoudy multiple dients requesing files of different playback rates
is presented in [11]. The peformance of the architecture was investigated using a
cdrcular SCAN disk scheduling policy in terms of the maximum number of concurrent
video streams it can support.

Some dudies of multimedia servers pay dtention to 1/0 subsysems due to the high
throughput demand of the servers. In fact, streaming media servers are often 1/0
bound. A dudy [12] focused on the design of an 1/0 subsystem for a continuous
media sarver. They proposed severd improved architectures based on an exiging
device Intd i1960RP? 1/O processor, and evduaed ther performance. They reported
that utilizetion of the I/O processor solved the main memory bottleneck problem, but
crested a new bottleneck in iI960RP? memory. I/O performance in multimedia servers
hes ds0 been invedigaled usng smulaion [13]. Vaious I/O issues in multimedia
sydems have been discussed in [14], focusng on disk scheduling, SCS bus
contention and effect of buffer gpace on the performance of the reatime requests and
goeriodic requests.



Rixner [15] proposed the Imagine architecture for Streaming media processor, which
ddivers a pesk peformance of 20 bhillion floating-point operations per second.
Imagine efficiently supports 48 aithmetic units with a threetiered data bandwidth
hierarchy. At the base of the hierarchy, the dreaming memory sysem employs
memory access scheduling to maximize the sustained bandwidth of externd DRAM.
At the center of the hierarchy, the globa stream regigter file enables streams of data to
be recirculated directly from one computation kernd to the next without returning
daa to memory. Also, locd didributed register files that directly feed the arithmetic
units enable temporary daa to be dored localy so thet it does not need to consume
codly globd regiger bandwidth. The bandwidth hierarchy enables Imagine to achieve
up to 96% of the performance of a stream processor with infinite memory bandwidth
from memory and the globd regiger file.

There are severd performance studies of multimedia servers in the iterature. A timed
Petri-Net modd of distributed multimedia database architecture was reported in [17].
The modd can handle both daic and dynamic media, and can be used to andyze the
trangent performance of the database server as seen by a dient workgation over a
broadband network. Peformance issues could dso be conddered based disk
scheduling policy in terms of the maximum number of concurrent video Streams thet
can be supported [11], and scheduling on the reatime peformance guarantees
provided by the server [18].

Our work focuses on performance issues reating to on-chip cache and memory of
streaming servers. We employed measurement-based technique to study the effect of
memory on peformance of dreaming servers while they are loaded by request from
clients. Though severa work on peformance evduation of streaming media servers
ae reported in the literature, no specific attention was pad to cache and memory

issues.
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4. MEASUREMENT-BASED EXPERIMENTS

For this performance evdudion sudy, we employed measurement-based techniques
because of the availability of the systemsto be evauated.

4.1 Experimental Design

We conducted some initid experiments for our experimenta design to determine the
effect of factors and variation explained by ech of the factors. Using 2r experimental
design with replication, where k = 3 (number of dient requests, encoding rate and
sream distribution) and r = 2 (two replications), we computed the varidgion explained
by each of these experimental factors. The number of dient requests explans the
highet vaidion with 62.29% of totd varidion. Encoding rate explaned 19.33%
while dream didribution explaned only 4.94%. All interactions explan negligible
vaiaion while experimentd eror explaned a dgnificant 12.87%. High varidion
explaned by experimentd eror could be atributed to random attributes in the load
smulators, which make experiments not exactly repeeteble.

4.2 Experimental Testbed

Our experimentd testbed comprises of a server machine running the streaming servers
and four dient mechines running load smulators. The setup consgts of a closed-LAN
with a 3Com 100Mbps switch. The dreaming media sarvers ran on a PC with 166
MHz Pentium, 96MB RAM, and 100Mbps Ethernet NIC. The clients run on PCs with
166 MHz, 64AMB RAM and 100Mbps NIC. The load smulator could generate a large
number of dient requests from a sngle dient computer. Figure 1 depicts our
experimenta test bed.
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Fig. 1. Experimentd test bed

4.3 Tools

We used software tools for smulating large number of dients and cdlecting system
information in our experiments. The following tools were used for the experiments:

s

Load smulators. a networkbased load dmulation and tet tool that dlows

usersto emulate multiple number of dlients requesting sreaming media
0 Streaming load tool — used asclientsfor Darwin streaming server

0 Windows media load ssmulator — for Windows media server

Performance a Windows 2000-based performance measurement tool for

accessing CPU on-chip performance counters.

Rabbit: a performance counters library for Intd/AMD processors and Linux
[19].

Ethered: a software tool for cgpturing and andlyzing network traffic. It has
cgpability for meesuring traffic flow through the network interface card.
Ethered runs on both Linux and Windows platforms.

Intd Vtune performance andyzer: performance and profiling tool. Runs on
Linux and Windows platform and provides inteface for accessng onchip

performance counters.

Other tools used were vmstat, netstat, and iostat



4.4 Metricsand Factors

For the perfamance eva uation of the servers, we used the following metrics:
?? Server throughput
?7? CPU utilization
?? On-chip cache misses
?? Memory page faults

And the following experimenta factors were verified for our experiments:
?? Number of client requedts, at three leves (4, 200 and 400)
?? Encoding rates; at two levels (56k and 300k)

?? Stream didribution; & two levels (Sngle and multiple streams)

We sgtup a video on-demand scenario were the dients make request for stored video
streams from the server. The measurements tools were used to collect throughput,

CPU utilization, cache misses and page faullts.

5. COMPARISON OF SERVERS

In this section, we andyze the results obtained from our experiments and discuss the
compaaive performance of the two servers. We compare the two servers, Darwin
dreaming server and Windows media server, in terms of CPU utilization, cache miss
rate, page fault rate and throughput.

5.1 CPU utilization

Figure 2 shows the CPU utilization of the savers for three levels of the number of
client requests (4, 100 and 400) a 56kbps encoding, sngle sream digribution and for
300kbps encoding with multiple streams didtribution. In both cases, Darwin dreaming
saver has lower CPU utilization compared to Windows media server. The CPU
utilization aso increases with the number of client requests.
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5.2 Cachemiss

Fig. 2 CPU utilization

We compare the results of cache miss rate in Figure 3. At 56kbps encoding, Windows
media server has lower cache miss raie & 100 and 400 number of client requests while
for 300kbps encoding, Windows media server has a high cache miss for 400 dient
requests, much higher compared to Dawin dreaming server. At 56kbps encoding,
Windows media sarver has better cache peformance, while a 300kbps encoding,

Darwin streaming server is better.
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cache miss (multiple, 300k)
257
o 2
Ry
1]
2157 —%—DsS
v g —®—WwMS
<
@ X
© 0.5 X
D
0 T T |
4 100 400
Number of client requests

Fig. 3: Cache missrate

5.3 Pagefaults

As shown in Fgure 4, for both encoding raies 56kbps and 300kbps, and dream
digribution: single and multiple stream, Windows media sarver has much higher page
fault rate compared to Darwin streaming server.
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Fig. 4: Page fault rate
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5.4 Throughput

We present the throughput comparison in Figure 5. At dl leves of number of dient
requests, Windows media server has higher throughput compared to Darwin

streaming server

Average throughput (single, 300k)
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Fg. 5: Average throughput

6. CONCLUSION AND FUTURE DIRECTION

In this report, we have presented the results of measurement-based evduation of the
memory performance of Streaming media servers. We conducted experiments on
Dawin dreaming server and Windows media saver under identicd  workload
conditions. Our measurements show that Darwin streaming server has less CPU
demand but dso less throughput compared to Windows media sarver. The large
number of cache misses and page faults leads to dgnificant wastage in CPU cycles
and high memory latency, hence a bottleneck on performance.

Snce it is obvious from this sudy tha memory is a mgor bottleneck in the
performance of sreaming sarvers, a direction in future research work could be to
dleviaie this bottleneck. Streaming media servers could be desgned to bypass the
memory hierarchy by incorporaing techniques such as memory-to-l/O transfer of data
with poor spatid and tempord locdity that leads to dgnificant cache misses and page
faults.
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