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1. Introduction

Combinatorial optimization problems are encountered everywhere. The advent of the digital computer is credited to the explosion in the number of algorithmic solutions to combinatorial optimization problems. Such solution techniques were unthinkable before this magnificent invention.

In this chapter we are concerned with one class of combinatorial optimization algorithms: general iterative non-deterministic algorithms. The growing interest in this class of algorithms is attributed to their generality, ease of implementation, and mainly, the many success stories reporting very positive results. We shall limit ourselves to five dominant iterative non-deterministic algorithms, which, in order of popularity are: (1) Simulated Annealing (SA), (2) Genetic Algorithm (GA), (3) Tabu Search (TS), (4) Simulated Evolution (SimE), and (5) Stochastic Evolution (StocE). All five search heuristics have several important properties in common.

1. They are blind, in that they do not know when they reached the optimal solution. Therefore they must be told when to stop.

2. They are approximation algorithms, that is, they do not guarantee finding an optimal solution.

3. They have `hill climbing' property, that is, they occasionally accept uphill (bad) moves.

4. They are easy to implement. All that is required is to have a suitable solution representation, a cost function, and a mechanism to traverse the search space.

5. They are all `general'. Practically they can be applied to solve any combinatorial optimization problem.

6. They all strive to exploit domain specific heuristic knowledge to bias the search toward “good” solution subspace. The quality of subspace searched depends to a large extent on the amount of heuristic knowledge used.

7. Although they asymptotically converge to an optimal solution, the rate of convergence is heavily dependent on the adequate choice of several parameters.

The last two properties are the hidden bone in the five combinatorial optimization strategies. Our goal in this chapter is to briefly introduce these five heuristics. The chapter is organized into 10 sections. In the following 5 sections, we introduce the five iterative algorithms. Only an intuitive discussion and an essence of the heuristic is given. The remaining sections deal with convergence aspects of the heuristics, their parallel implementation, applications, and conclusion.

2. Simulated Annealing

Simulated Annealing is one of the most well developed and widely used iterative techniques for solving optimization problems. It is a general adaptive heuristic and belongs to the class of non-deterministic algorithms [NSS89]. It has been applied to several combinatorial optimization problems from various fields of science and engineering.

One typical feature of simulated annealing is that, besides accepting solutions with improved cost, it also, to a limited extent, accepts solution with deteriorated cost. It is this feature that gives the heuristic the hill climbing capability. Initially the probability of accepting inferior solutions (those with larger costs) is large; but as the search progresses, only smaller deteriorations are accepted, and finally only good solutions are accepted.

A strong feature of the simulated annealing heuristic is that it is both effective and robust. Regardless of the choice of the initial configuration it produces high quality solutions. It is also relatively easy to implement.

The term annealing refers to heating a solid to a very high temperature (whereby the atoms gain enough energy to break the chemical bonds and become free to move), and then slowly cooling the molten material in a controlled manner until it crystallizes. By cooling the metal at a proper rate, atoms will have an increased chance to regain proper crystal structure with perfect lattices. During this annealing procedure the free energy of the solid is minimized.

In the early eighties, a correspondence between annealing and combinatorial optimization was established, first by Kirkpatrick, Gelatt and Vecchi [KCGV83] in 1983, and independently by Černy [Cer85] in 1985. These scientists observed that a solution in combinatorial optimization is equivalent to a state in the physical system and the cost of the solution is analogous to the energy of that state. As a result of this analogy they introduced a solution method in the field of combinatorial optimization. This method is thus based on the simulation of the physical annealing process, and hence the name simulated annealing [KCGV83,Cer85].

Every combinatorial optimization problem may be discussed in terms of a state space. A state is simply a configuration of the combinatorial objects involved. For example, consider the problem of partitioning a graph of 2n nodes into two equal sized sub-graphs such that the number of edges with vertices in both sub-graphs is minimized. In this problem, any division of 2n nodes into two equal sized blocks is a configuration. There is a large number of such configurations. Only some of these correspond to global optima, i.e., states with optimum cost. 

An iterative improvement scheme starts with some given state, and examines a local neighborhood of the state for better solutions. A local neighborhood of a state S, denoted by N(S), is the set of all states which can be reached from S by making a small change to S. For instance, if S represents a two-way partition of a graph, the set of all partitions which are generated by swapping two nodes across the partition represents a local neighborhood. The iterative improvement algorithm moves from the current state to a state in the local neighborhood if the latter has a better cost. If all the local neighbors have larger costs, the algorithm is said to have converged to a local optimum. This is illustrated in Figure 1. 

Here, the states are shown along the x-axis, and it is assumed that two consecutive states are local neighbors. It is further assumed that we are discussing a minimization problem. The cost curve is non-convex, i.e., it has multiple minima. A greedy iterative improvement algorithm may start off with an initial solution such as S in Figure 1, then slide along the curve and find a local minimum such as L. There is no way such an algorithm can find the global minimum G of Figure 1, unless it “climbs the hill” at the local minimum L. In other words, an algorithm which occasionally accepts inferior solutions can escape from getting trapped in a local optimum. Simulated annealing is such a hill-climbing algorithm.

During annealing, a metal is maintained at a certain temperature T for a pre-computed amount of time, before reducing the temperature in a controlled manner. The atoms have a greater degree of freedom to move at higher temperatures than at lower temperatures. The movement of atoms is analogous to the generation of new neighborhood states in an optimization process. In order to simulate the annealing process, much flexibility is allowed in neighborhood generation at higher “temperatures”, i.e., many ‘uphill’ moves are permitted at higher temperatures. The temperature parameter is lowered gradually as the algorithm proceeds. As the temperature is lowered, fewer and fewer uphill moves are permitted. In fact, at absolute zero, the simulated annealing algorithm turns greedy, allowing only downhill moves.

The simulated annealing algorithm is shown in Figure 2. The core of the algorithm is the Metropolis procedure, which simulates the annealing process at a given temperature T (Figure 3) [M+53]. The Metropolis procedure receives as input the current temperature T, and the current solution CurS which it improves through local search. Finally, Metropolis must also be provided with the value M, which is the amount of time for which annealing must be applied at temperature T. The procedure Simulated_annealing simply invokes Metropolis at decreasing temperatures. Temperature is initialized to a value T0 at the beginning of the procedure, and is reduced in a controlled manner (typically in a geometric progression); the parameter ( is used to achieve this cooling. The amount of time spent in annealing at a temperature is gradually increased as

temperature is lowered. This is done using the parameter ( > 1. The variable Time keeps track of the time being expended in each call to the Metropolis. The annealing procedure halts when Time exceeds the allowed time. 

The Metropolis procedure is shown in Figure 3. It uses the procedure Neighbor to generate a local neighbor NewS of any given solution S. The function Cost returns the cost of a given solution S. If the cost of the new solution NewS is better than the cost of the current solution CurS, then the new solution is accepted, and we do so by setting CurS=NewS. If the cost of the new solution is better than the best solution (BestS) seen thus far, then we also replace BestS by NewS. If the new solution has a higher cost in comparison to the original solution CurS, Metropolis will accept the new solution on a

probabilistic basis. A random number is generated in the range 0 to 1. If this random number is smaller than
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, where (Cost is the difference in costs, ((Cost = Cost(NewS) ­Cost(CurS)), and T is the current temperature, the uphill solution is accepted. This criterion for accepting the new solution is known as the Metropolis criterion. The Metropolis procedure generates and examines M solutions.

The probability that an inferior solution is accepted by the Metropolis is given by P(RANDOM < 
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In order to implement simulated annealing on a digital computer we need to formulate a suitable cost function for the problem being solved. In addition, as in the case of local search techniques we assume the existence of a neighborhood structure, and need perturb operation or Neighbor function to generate new states (neighborhood states) from current states. And finally, we need a control parameter to play the role of temperature and a random number generator. The actions of simulated annealing are best illustrated with the help of an example. For the solution of the two way partitioning problem using SA, please refer to [SY95].

In practice, simulated annealing is only run for a finite amount of time. A finite time implementation can be realized by generating homogeneous Markov chains of finite lengths for a sequence of decreasing values of temperature. To achieve this, a set of parameters that govern the convergence of the algorithm must be specified. This set of parameters is commonly referred to as the “cooling schedule” [AK89, OvG89, KCGV83]. It is customary to determine the cooling schedule by trial and error. However, some researchers have proposed cooling schedules that rely on some mathematical rigor. For a discussion on cooling schedule, and SA requirements the reader is referred to [SY99].

3. Genetic Algorithms

Genetic Algorithm (GA), is a powerful, domain-independent, search technique that was inspired by Darwinian theory. It emulates the natural process of evolution to perform an efficient and systematic search of the solution space to progress toward the optimum. It is based on the theory of natural selection that assumes that individuals with certain characteristics are more able to survive, and hence pass their characteristics to their offsprings.

Genetic algorithm is an adaptive learning heuristic. Similar to simulated annealing, it also belongs to the class of general non-deterministic algorithms. Several variations of the basic algorithm (modified to adapt to the problem at hand) exist. We will henceforth refer to this set as genetic algorithms (in plural).

Genetic algorithms (GAs) were invented by John Holland and his colleagues [Hol75] in the early 1970s. Holland incorporated features of natural evolution to propose a robust, computationally simple, and yet powerful technique for solving difficult optimization problems.

Genetic algorithms (GAs) operate on a population (or set) of individuals (or solutions) encoded as strings. These strings represent points in the search space. In each iteration, referred to as a generation, a new set of strings that represent solutions (called offsprings) is created by crossing some of the strings of the current generation [Gol89]. Occasionally new characteristics are injected to add diversity. GAs combine information exchange along with survival of the fittest among individuals to conduct the search.

When employing GAs to solve a combinatorial optimization problem one has to find an efficient representation of the solution in the form of a chromosome (encoded string). Associated with each chromosome is its fitness value. If we simulate the process of natural reproduction, combined with the biological principle of survival of the fittest, then, as each generation progresses, better and better individuals (solutions) with higher fitness values are expected to be produced.

Genetic algorithms, are both effective and robust [Dav91, Gol89, SY99]. Their main characteristics are listed below:

They work with coding of parameters: Therefore, one requirement when employing GAs is to find an efficient representation of the solution in the form of a chromosome (encoded string).

They search from a set of points: GAs simultaneously work from a rich collection of points (a population of solutions). Therefore, the probability of getting trapped in false valleys (in case of minimization problem) is reduced.

They only require objective function values: GAs are not limited by assumptions about the search space (such as continuity, existence of derivatives, etc.,), and they do not need or use any auxiliary information. They only require objective (cost) function values.

They are non-deterministic: GAs use probabilistic transition rules, not deterministic rules. Mechanism for choice of parents to produce offsprings, or for combining of genes in various chromosomes are probabilistic.

They are blind: They are blind in the sense that they do not know when they hit the optimum, and therefore they must be told when to stop.

The structure that encodes how the organism is to be constructed is called a chromosome. One or more chromosomes may be associated with each member of the population. The complete set of chromosomes is called a genotype and the resulting organism is called a phenotype. Similarly, the representation of a solution to the optimization problem in the form of an encoded string is termed as a chromosome. In most combinatorial optimization problems a single chromosome is generally sufficient to represent a solution, that is, the genotype and the chromosome are the same. The symbols that make up a chromosome are known as genes. The different values a gene can take are called alleles.

The fitness value of an individual (genotype or a chromosome) is a positive number that is a measure of its goodness. When the chromosome represents a solution to the combinatorial optimization problem, the fitness value indicates the cost of the solution. In the case of a minimization problem, solutions with lower cost correspond to individuals that are more fit. 

GAs work on a population of solutions. An initial population constructor is required to generate a certain predefined number of solutions. The quality of the final solution produced by a genetic algorithm depends on the size of the population and how the initial population is constructed. The initial population generally comprises random solutions.

In GAs common genetic operators are crossover (() and mutation. They are derived by analogy from the biological process of evolution. Crossover operator is applied to pairs of chromosomes. The two individuals selected for crossover are called parents. Mutation is another genetic operator that is applied to a single chromosome. The resulting individuals produced when genetic operators are applied on the parents are termed as offsprings.

The choice of parents for crossover from the set of individuals that comprise the population is probabilistic. In keeping with the ideas of natural selection, we assume that stronger individuals, that is those with higher fitness values, are more likely to mate than the weaker ones. One way to simulate this is to select parents with a probability that is directly proportional to their fitness values. Larger the fitness, the greater is chance of an individual being selected as one of the parents for crossover [Gol89].

There are several crossover operators that have been proposed in the literature. Depending on the combinatorial optimization problem being solved some are more effective than others. One popular crossover that will also help illustrate the concept is the simple crossover. It performs the “cut-catenate” operation. It consists of choosing a random cut point and dividing each of the two chromosomes into two parts. The offspring is then generated by catenating the segment of one parent to the left of the cut point with the segment of the second parent to the right of the cut point.

Mutation (() produces incremental random changes in the offspring by randomly changing allele values of some genes. In case of binary chromosomes it corresponds to changing single bit positions. It is not applied to all members of the population, but is applied probabilistically only to some. Mutation has the effect of perturbing a certain chromosome in order to introduce new characteristics not present in any element of the parent population. For example, in case of  binary chromosomes, toggling some selected bit produces the desired effect.

Inversion is the third operator of GA and like mutation it also operates on a single chromosome. Its basic function is to laterally invert the order of alleles between two randomly chosen points on a chromosome.

A generation is an iteration of GA where individuals in the current population are selected for crossover and offsprings are created. Due to the addition of offsprings, the size of population increases. In order to keep the number of members in a population fixed, a constant number of individuals are selected from this set which consists of both the individuals of the initial population, and the generated offsprings. If M is the size of the initial population and N0 is the number of offsprings created in each generation, then, before the beginning of next generation, M new parents from M+ N0 individuals are selected. A greedy selection mechanism is to choose the best M individuals from the total of M+ N0. The complete pseudo code of a simple GA is given in Figure 4.

4. Tabu Search

In the previous section we discussed simulated annealing, which was inspired by the cooling of metals, and genetic algorithms, which imitate the biological phenomena of evolutionary reproduction. In this section we present a more recent optimization method called Tabu Search (TS) which is based on selected concepts of artificial intelligence (AI).

Tabu search was introduced by Fred Glover [Glo89, Glo90b, GTdW93, GL97] as a general iterative heuristic for solving combinatorial optimization problems. Initial ideas of the technique were also proposed by Hansen [Han86] in his steepest ascent mildest descent heuristic.

Tabu search is conceptually simple and elegant. It is a form of local neighborhood search. Each solution S((  has an associated set of neighbors N(S) ( (. A solution S((N(S) can be reached from S by an operation called a move to S(. Normally, the neighborhood relation is assumed symmetric. That is, if S( is a neighbor of S then S is a neighbor of S(.

Tabu search is a generalization of local search. At each step, the local neighborhood of the current solution is explored and the best solution in that neighborhood is selected as the new current solution. Unlike local search which stops when no improved new solution is found in the current neighborhood, tabu search continues the search from the best solution in the neighborhood even if it is worse than the current solution. To prevent cycling, information pertaining to the most recently visited solutions are inserted in a list called tabu list. Moves to tabu solutions are not allowed. The tabu status of a solution is overridden when certain criteria (aspiration criteria) are satisfied. One example of an aspiration criterion is when the cost of the selected solution is better than the best seen so far, which is an indication that the search is actually not cycling back, but rather moving to a new solution not encountered before.

Tabu search is a metaheuristic, which can be used not only to guide search in complex solution spaces, but also to direct the operations of other heuristic procedures. It can be superimposed on any heuristic whose operations are characterized as performing a sequence of moves that lead the procedure from one trial solution to another. In addition to several other characteristics, the attractiveness of tabu search comes from its ability to escape local optima. 

Tabu search differs from simulated annealing or genetic algorithm which are “memoryless”, and also from branch-and-bound, A* search, etc., which are rigid memory approaches. One of its features is its systematic use of adaptive (flexible) memory. It is based on very simple ideas with a clever combination of components, namely [Glo90a, SM93]:

1. a short-term memory component; this component is the core of the tabu search algorithm,

2. an intermediate-term memory component; this component is used for regionally intensifying the search, and,

3. a long-term memory component; this component is used for globally diversifying the search.

The central idea underlying tabu search is the exploitation of the above three memory components. Using the short-term memory, a selective history H of the states encountered is maintained to guide the search process. Neighborhood N(S) is replaced by a modified neighborhood which is a function of the history H, and is denoted by N(H, S). History determines which solutions may be reached by a move from S, since the next state S is selected from N(H, S). The short-term memory component is implemented through a set of tabu conditions and the associated aspiration criterion.

The major idea of the short-term memory component is to classify certain search directions as tabu (or forbidden). By doing so we avoid returning to previously visited solutions. Search is therefore forced away from recently visited solutions, with the help of a short-term memory (tabu list T). This memory contains attributes of some k most recent moves. The size of the tabu list denoted by k is the number of iterations for which a move containing that attribute is forbidden after it has been made. The tabu list can be visualized as a window on accepted moves as shown in Figure 5. The moves which tend to undo previous moves within this window are forbidden.

A flow chart illustrating the basic short-term memory tabu search algorithm is given in Figure 6. Intermediate-term and long-term memory processes are used to intensify and diversify the search respectively, and have been found to be very effective in increasing both quality and efficiency [Glo96, DV93].

We first introduce the basic tabu search algorithm based on the short-term memory component. Following this we present some discussion on uses of intermediate and long-term memories.

An algorithmic description of a simple implementation of the tabu search is given in Figure 7. Referring to Figure 7, initially the current solution is the best solution. Copies of the current solution are perturbed with moves to get a set of new solutions. The best among these is selected and if it is not tabu then it becomes the current solution. If the move is tabu its aspiration criterion is checked. If it passes the aspiration criterion then it becomes the current solution. If the move to the next solution is accepted, then the move or some of its attributes are stored in the tabu list. Otherwise moves are regenerated to get another set of new solutions. If the current solution is better than the best seen thus far, then the best solution is updated. Whenever a move is accepted the iteration number is incremented. The procedure continues for a fixed number of iterations, or until some pre-specified stopping criterion is satisfied. 

Tabu restrictions and aspiration criterion have a symmetric role. The order of checking for tabu status and aspiration criterion may be reversed, though most applications check if a move is tabu before checking for aspiration criterion. For more discussion on move attributes, types of tabu Lists and the various tabu restrictions, the data structure to handle tabu-lists, and other aspiration criteria, the reader is referred to [SY99].

In many applications, the short-term memory component by itself has produced solutions superior to those found by alternative procedures, and usually the use of intermediate-term and long-term memory is bypassed. However, several studies have shown that intermediate and long-term memory components can improve solution quality and/or performance [MGPO89, Rya89, IE94, DV93].

The basic role of the intermediate-term memory component is to intensify the search. By its incorporation, the search becomes more aggressive. As the name suggests, memory is used to intensify the search. Intermediate-term memory component operates as follows. A selected number m »|T| (recall that |T| is the size of tabu list) of best trial solutions generated during a particular period of search are chosen and their features are recorded and compared. These solutions may be m consecutive best ones, or m local optimal solutions reached during the search. Features common to most of these are then taken and new solutions that contain these features are sought. One way to accomplish this is to restrict/penalize moves that remove such attributes. For example, in the TSP problem with moderately dense graphs, the number of different edges that can be included into any tour is generally a fraction of the total available edges (Why?). After some number of initial iterations, the method can discard all edges not yet incorporated into some tour. The size of the problem and the time per iteration now become smaller. The search therefore can focus on possibilities that are likely to be attractive, and can also examine many more alternatives in a given span of time.

The goal of long-term memory  component is to diversify the search. The principles involved here are just the opposite of those used by the intermediate-term memory function. Instead of more intensively focusing the search with regions that contain previously found good solutions, the function of this component is to drive the search process into new regions that are different from those examined thus far.

Diversification using long-term memory in tabu search can be accomplished by creating an evaluator whose task is to take the search to new starting points [Glo89]. For example, in the TSP, a simple form of long-term memory is to keep a count of the number of times each edge has appeared in the tours previously generated. Then, an evaluator can be used to penalize each edge on the basis of this count, thereby favoring the generation of “other hopefully good” starting tours that tend to avoid those edges most commonly used in the past. This sort of approach is viewed as a frequency based tabu criterion in contrast to the recency based (tabu list) discussed earlier. Such a long-term strategy can be employed by means of a long-term tabu list (or any other appropriate data structure) which is periodically activated to employ tabu conditions of increased stringency, thereby forcing the search process into new territory [KLG94].

It is easy to create and test the short-term memory component first, and then incorporate the intermediate/long components for additional refinements.

Let a matrix entry Freq(i, j) (i and j be movable or swappable elements) store the number of times swap (i, j) was made to take the solution from current state S to a new state S*. We can then use this information to define a move evaluator ((H, S), which is a function of both the cost of the solution, and the frequency of the swaps stored. Our objective is to diversify the search by giving more consideration to those swaps that have not been made yet, and to penalize those that frequently occurred, that is given them less consideration [LG93]. Taking the above into consideration, the evaluation of the move can be expressed as follows:
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( is constant which depends on the range of the objective function values, the number of iterations, the span of history considered, etc. Its value (('s) is such that cost and frequency are appropriately balanced.

5. Simulated Evolution (SimE)

The Simulated Evolution algorithm (SimE) is a general search strategy for solving a variety of combinatorial optimization problems. The first paper describing Simulated Evolution (SimE) appeared in 1987 [KB87b]. Other papers by the same authors followed [KB89, KB90, KB91]. The SimE algorithm is usually confused with the Stochastic Evolution algorithm that will be the subject of the next section. However, as shall be seen, each algorithm has its own distinctive features. Distinctions among these two heuristics are the result of differences in the way they mimic the biological processes of evolution as well as in the way they adapt their parameters during the search.

The SimE algorithm starts from an initial assignment, and then, following an evolution-based approach, it seeks to reach better assignments from one generation to the next. SimE assumes that there exists a population P of a set M of n (movable) elements. In addition, there is a cost function Cost that is used to associate with each assignment of movable element m a cost Cm. The cost Cm is used to compute the goodness (fitness) gm of element m, for each m(M. Furthermore, there are usually additional constraints that must be satisfied by the population as a whole or by particular elements. A general outline of the SimE algorithm is given in Figure 8.

SimE algorithm proceeds as follows. Initially, a population
 is created at random from all populations satisfying the environmental constraints of the problem. The algorithm has one main loop consisting of three basic steps, Evaluation, Selection, and Allocation. The three steps are executed in sequence until the population average goodness reaches a maximum value, or no noticeable improvement to the population goodness is observed after a number of iterations. Another possible stopping criterion could be to run the algorithm for a prefixed number of iterations (see Figure 8). Below we present some details of the steps of the SimE algorithm.

Evaluation: The Evaluation step consists of evaluating the goodness of each individual i of the population P. The goodness measure must be a single number expressible in the range [0,1]. Goodness is defined as follows:
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where Oi is an estimate of the optimal cost of individual i, and Ci is the actual cost of i in its current location. The above equation assumes a minimization problem (maximization of goodness). Notice that, according to the above definition, the Oi 's do not change from generation to generation, and therefore, are computed only once during the initialization step. Hence only the Ci 's have to be recomputed at each call to the Evaluation function. Empirical evidence [Kli90] shows that the accuracy of the estimation of Oi is not very crucial to the successful application of SimE. However, the goodness measure must be strongly related to the target objective of the given problem.

Selection: The second step of the SimE algorithm is Selection. Selection takes as input the population P together with the estimated goodness of each individual, and partitions P into two disjoint sets, a selection set Ps and a set Pr of the remaining members of the population (see Figure 9). Each member of the population is considered separately from all other individuals. The decision whether to assign individual i to the set Ps or set Pr is based solely on its goodness gi. The operator uses a selection function Selection, which takes as input gi and a parameter B, which is a selection bias. Values of B are recommended to be in the range [-0.2, 0.2]. In many cases a value of B = 0 would be a reasonable choice.

The Selection function returns true or false. The higher the goodness value of the element, the higher is its chance of staying in its current location, i.e., unaltered in the next generation. On the other hand, the lower the goodness value, the more likely the corresponding element will be selected for alteration (mutation) in the next generation (will be assigned to the selection set Ps).

The Selection operator has a nondeterministic nature. An individual with a high fitness (goodness close to one) still has a non zero probability of being assigned to the selected set Ps. It is this element of nondeterminism that gives SimE the capability of escaping local minima. 

For most problems, it is always beneficial to alter the elements of the population according to a deterministic order that is correlated with the objective function being optimized. Hence, in SimE, prior to the Allocation step, the elements in the selection set Ps are sorted. The sorting criterion is problem specific. Usually there are several criteria to choose from [SY99].

Allocation: Allocation is the SimE operator that has most impact on the quality of solution. Allocation takes as input the two sets Ps and Pr and generates a new population P( which contains all the members of the previous population P, with the elements of Ps mutated according to an allocation function Allocation (see Figure 10).

The choice of a suitable Allocation function is problem specific. The decision of the Allocation strategy usually requires more ingenuity on the part of the designer than the Selection scheme. The Allocation function may be a nondeterministic function which involves a choice among a number of possible mutations (moves) for each element of Ps. Usually, a number of trial-mutations are performed and rated with respect to their goodnesses. Based on the resulting goodnesses, a final configuration of the population P( is decided. The goal of Allocation is to favor improvements over the previous generation, without being too greedy.

The Allocation operation is a complex form of genetic mutation which is one of the genetic operations thought to be responsible for the evolution of the various species in biological environments. However, there is no need for a crossover operation as in GA since only one parent is maintained in all generations. However, since mutation is the only mechanism used by SimE for inheritance and evolution, it must be more sophisticated than the one used in GA.

Allocation alters (mutates) all the elements in the selected set Ps one after the other in a predetermined order. The order as well as the type of mutation are problem specific. For each individual ei of the selected set Ps, W distinct trial alterations are attempted. The trial that leads to the best configuration (population) with respect to the objective being optimized is accepted and made permanent. Since the goodness of each individual element is also tightly coupled with the target objective, superior alterations are supposed to gradually improve the individual goodnesses as well. Hence, Allocation allows the search to progressively converge toward an optimal configuration where each individual is optimally located.

Initialization Phase: This step precedes the iterative phase. In this step, the various parameters of the algorithm are set to their desired values, namely, the maximum number of iterations required to run the main loop, the selection bias B, and the number of trial alterations W per individual. Furthermore, like any iterative algorithm, SimE requires that an initial solution be given. The convergence aspects of SimE are not affected by the quality of the initial solution. However, starting from a randomly generated solution usually increases the number of iterations required to converge to a near-optimal solution.

6. Stochastic Evolution (StocE)

Stochastic Evolution is a powerful general and randomized iterative heuristic for solving combinatorial optimization problems [SR89, SR90, SR91]. StocE algorithm is an instance of the class of general iterative heuristics discussed in [NSS85]. It is stochastic because the decision to accept a move is a probabilistic decision. Good moves, i.e., moves which improve the cost function are accepted with probability one, and bad moves may also get accepted with a non-zero probability. This feature gives Stochastic Evolution hill-climbing property. The word evolution is used in reference to the alleged evolution processes of biological species. Like simulated annealing and simulated evolution, stochastic evolution is conceptually simple and elegant. Actually stochastic evolution is somehow inspired in part by both simulated annealing and simulated evolution.

Combinatorial optimization problems can be modeled in a number of ways. StocE adopts the following generic model [SR90]:

Given a finite set M of movable elements and a finite set L of locations, a state is defined as a function S : M ( L satisfying certain constraints.

Many of the combinatorial optimization problems can be formulated according to this model. 

The Stochastic Evolution (StocE) algorithm seeks to find a suitable location S(m) for each movable element m(M, which eventually leads to a lower cost of the whole state S((, where ( is the state space. A general outline of the StocE algorithm is given in Figure 11.

The inputs to the StocE algorithm are:

1. an initial state (solution) S0,

2. an initial value p0 of the control parameter p, and

3. a stopping criterion parameter R.

Throughout the search, S holds the current state (solution), while BestS holds the best state. If the algorithm generates a worse state, a uniformly distributed random number in the range [-p, 0] is drawn. The new uphill state is accepted if the magnitude of the loss is greater than the random number, otherwise the current state is maintained. Therefore, p is a function of the average magnitude of the uphill moves that the algorithm will tolerate. The parameter R represents the expected number of iterations the StocE algorithm needs until an improvement in the cost with respect to the best solution seen so far takes place, that is, until CurCost ( BestCost. If R is too small, the algorithm will not have enough time to improve the initial solution, and if R is too large, the algorithm may waste too much time during the later generations. Experimental studies indicate that a value of R between 10 and 20 gives good results [Saa90].

Finally, the variable ( is a counter used to decide when to stop the search. ( is initialized to zero, and R - ( is equal to the number of remaining generations before the algorithm stops.

After initialization, the algorithm enters a Repeat loop Until the counter ( exceeds R. Inside the Repeat body, the cost of the current state is first calculated and stored in PrevCost. Then, the PERTURB function (see Figure 12) is invoked to make a compound move from the current state S. PERTURB scans the set of movable elements M according to some apriori ordering and attempts to move every m(M to a new location l(L. For each trial move, a new state S( is generated, which is a unique function S(:M(L such that S((m) ( S(m) for some movable object m(M. To evaluate the move, the gain function Gain(m) = Cost(S) - Cost(S() is calculated. If the calculated gain is greater than some randomly generated integer number in the range [-p; 0], the move is accepted and S(  replaces S as the current state
. Since the random number is ( 0, moves with positive gains are always accepted. After scanning all the movable elements m(M, the MAKE_STATE routine makes sure that the final state satisfies the state constraints. If the state constraints are not satisfied then MAKE_STATE reverses the fewest number of latest moves until the state constraints are satisfied. This procedure is required when perturbation moves that violate the state constraints are accepted. 

The new state generated by PERTURB is returned to the main procedure as the current state, and its cost is assigned to the variable CurCost. Then the routine UPDATE (Figure 13) is invoked to compare the previous cost (PrevCost) to the current cost (CurCost). If PrevCost= CurCost, there is a good chance that the algorithm has reached a local minimum and therefore, p is increased by pincr to tolerate larger uphill moves, thus giving the search the possibility of escaping from local minima. Otherwise, p is reset to its initial value p0. 

At the end of the loop, the cost of the current state S is compared with the cost of the best state BestS. If S has a lower cost, then the algorithm keeps S as the best solution (BestS) and decrements R by (, thereby rewarding itself by increasing the number of iterations (allowing the search to live R generations more). This allows a more detailed investigation of the neighborhood of the newly found best solution. If S, however, has a higher cost, ( is incremented, which is an indication of no improvements.

7. Convergence Aspects

One of the desirable properties that a stochastic iterative algorithm should possess is the convergence property, i.e., the guarantee of converging to one of the global optima if given enough time. The convergence aspects of the simulated annealing algorithm have been the subject of extensive studies. For a thorough discussion of simulated annealing convergence we refer the reader to [AK89, AL85, OvG89].

For convergence properties of the GA heuristic based on Markovian analysis, the reader is referred to [GS87, NV93, EAH90, DP91, DP93, Mah93, Rud94]. Fogel [Fog95] provides a concise treatment of the main GA convergence results.

4. The tabu search algorithm as described in this article is known as ordinary

5. or deterministic tabu search. Because of its deterministic nature, ordinary tabu

The tabu search algorithm as described in this article is known as ordinary or deterministic tabu search. Because of its deterministic nature, ordinary tabu search may never converge to a global optimum state. The incorporation of a nondeterministic element within tabu search allows the algorithm to lend itself to mathematical analysis similar to that developed for simulated annealing, making it possible to establish corresponding convergence properties. Tabu search with nondeterministic elements is called probabilistic tabu search [FK92, Glo89]. Probabilistic tabu search has been shown to converge in the limit to a global optimum state. The proof is analogous to that of simulated annealing. 

The proof that SimE algorithm converges to a global optimum can be found in [KB91]. Another proof has been reported in [MH96]. 

In StocE, because of the way the parameter p is updated, it was stated that StocE may never converge [Saa90]. The behavior of the stochastic evolution algorithm can be modeled by a non-homogeneous Markov chain. The non-homogeneity is due to the fact that the transition probabilities between neighboring states depend on the parameter p, which gets updated during the course of the search. Were the parameter p fixed, the algorithm would be guaranteed to converge to a global optimum state since the behavior of the algorithm could in that case be modeled by a homogeneous ergodic Markov chain [SY99, Kle75]. For complete convergence analysis the reader may refer to [SY99].

8. Parallelization/Accelaration

Due to their iterative and blind nature, the heuristics discussed in this chapter require large runtime, especially on large problems, and CPU-intensive cost functions. Substantial amount of work has been done to parallelize or design accelerators to run these time consuming heuristics. With respect to Simulated annealing, some ingenuity is required on the part of the designer to cleverly anneal the problem in question. Several acceleration techniques employing parallelization have been reported in [AK89, HRSV86, SH87, GS86, LA87, CDV88, SSV86, Gro86]. Hardware acceleration  which consists of implementing time consuming parts in hardware [IKB83]; and parallel acceleration, where execution of the algorithm is partitioned on several concurrently running processors is reported in [KR87, DRKN87, DKN87]. Other approaches that have been applied to parallelize simulated annealing are found in [Dur89, AK89, KR87, Yao97].

The Genetic Algorithm is highly parallel. The reported GA parallelization strategies fall into three general categories: (a) the island model [SWM91, Tan89] (b) the stepping stone model, [GS91, EG72, Eld85, CHMR91] and (c) the neighborhood model, also called the cellular model [GW94, GS89].

Work on parallelization of the tabu search heuristic can be found in [Tai91, Tai90, GPR94, FBTV94, Tai93, SY99]. The heuristic has also been parallelized and executed on a network of workstations using PVM [SYBAY00]. Techniques to accelarate the execution of SimE by implementing on VectorProcessors [Kli90] and on a network of workstations [KB87a] are elaborated in [SY99].

To speed up StocE execution, acceleration techniques used with previous algorithms are resorted to. The acceleration of the stochastic evolution algorithm did not receive any attention from the research community. A tentative discussion appears in [SY99].

9. Applications

The first applications of simulated annealing was on placement [KCGV83]. Furthermore, the largest number of application of simulated annealing was on digital design automation problems [SY95]. A popular package that uses simulated annealing for VLSI standard-cell placement and routing is the TimberWolf3.2 package [SSV86]. In addition to placement, there are several other problems to which SA has been applied successfully. These include classical problems such as the TSP [KCGV83], graph partitioning, matching problem, Steiner problems [Dow91], linear arrangement [NSS89], clustering problem [SAS91], quadratic assignment [Con90], various scheduling problems [OP89, OS90], graph coloring [CHdW87], etc. In the area of engineering SA has been applied extensively to solve various hard VLSI physical design automation problems [SY95]. In addition, it has been applied with success in other areas such as topology design of computer networks [EP93], image processing [GG84], test pattern generation, code design, etc. A comprehensive list of bibliography of some of the above applications and some details of their implementation such as cost function formulation, move set design, parameters, etc., is available in [AK89, SY99, Dow95, CEG88, Egl90].

In addition to their application to classical optimization problems such as the knapsack problem [Spi95], TSP [WSF89, T+94], Steiner tree problem [HMS89], set covering problem [ASHN96], N-queens problem[HTA92], clustering problem[ASK96], graph partitioning [PR94], etc., GAs have also been applied to several engineering problems. Some examples of these applications include job shop and multiprocessor scheduling [WSF89, HAH94, BS94], discovery of maximal distance codes for data communications [DJ90], bin-packing [FD92], design of telecommunication (mesh) networks [K+97], test sequence generation for digital system testing [RPGN94], VLSI design (cell placement [CP87, SM91, SM90, SY95], floorplanning [S+95], routing [H+95]), pattern matching [ACH90], technology mapping [KP93], PCB assembly planning [LWJ92], and high-level synthesis of digital systems [ASB94, RS96]. The books by Goldberg (1989) [Gol89], Davis (1991) [Dav91], recent conference proceedings on evolutionary computation, and on applications of genetic algorithms discuss in detail the various applications of GAs in science and engineering. These range from optimization of pipeline systems and medical imaging to applications such as ‘robot trajectory generation’ and ‘parametric design of aircraft’ [Gol89, Dav91].

TS has also been applied to solve combinatorial optimization problems appearing in various fields of science, engineering, and business. Results reported indicate superior performance to other previous techniques. Examples of some hard problems to which tabu search has been applied with success include graph partitioning [LC91], clustering [AS95], TSP (traveling salesman problem) [MHKM89], maximum independent set problem [FHdW90], graph coloring [DdW93, HdW87], maximum clique problem [GSS93], and quadratic assignment problem [Tai91, SK90] to name a few. In the area of engineering, tabu search has been applied to machine sequencing [Ree93], scheduling [MR93, DT93, IE94, WH89, BC95, Wid91], fuzzy clustering [ASF98], multiprocessor scheduling [HG94], vehicle routing [Osm93, ST93, RLB96], general fixed charge problem [SM93], bin-packing [GH91], bandwidth packing [LG93], VLSI placement [SV92], circuit partitioning [AV93], global routing [YS98], high-level synthesis of digital systems [SAB96, AK94], etc. A good summary of most recent applications of tabu search can be found in [Glo96, GL95, SY99].

The SimE algorithm has also been used to solve a wide range of combinatorial optimization problems. Kling and Banerjee published their results with respect to SimE in design automation conferences [KB87b, KB90] and journals [KB89, KB91]. This explains the fact that most published work on SimE has been originated by researchers in the area of design automation of VLSI circuits [LHT89, LM93, MH94, Mao94, MH96]. The first problem on which SimE was first applied is standard cell placement [KB87b, Kli90]. A number of papers describe SimE-based heuristics as applied to the routing of VLSI circuits [LHT89, CLAHL95, TSN93, CLH89, LHT88, LAH95, HHYLH91]. SimE was also successfully applied in high level synthesis [TJ90, KL92a, KL92b]. Other reported SimE applications are in micro-code compaction [IMK95], automatic synthesis of Gate Matrix [Mao94], and the synthesis of cellular architecture Field Programmable Gate Arrays (FPGAs) [ANM93].

A formulation and discussion on how the StocE algorithm can be used to solve eight NP-Hard problems: network bisection, vertex cover, set partition, Hamiltonian circuit, traveling salesman, linear ordering, standard cell placement, and multi-way circuit partitioning is found in [SY99, Saa90]. Details on how StocE can be used to solve technology mapping problem in FPGAs, a hard combinatorial optimization problem encountered in FPGA-design methodologies is given in [SY99].

10. Conclusion

This chapter has introduced the reader to five effective heuristics that belong to the class of general iterative algorithms, namely, simulated annealing, genetic algorithm, tabu search, simulated evolution, and, stochastic evolution. From the immense literature that is available it is evident that for a large variety of applications, in certain settings, these heuristics produce excellent results. 

All algorithms discussed in this chapter are iterative in nature, and operate on design solutions generated at each iteration. A value of the objective function is used to compare results of consecutive iterations and a solution is selected based on its value. 

All algorithms incorporate domain specific knowledge to dictate the search strategy. They also tolerate some element of non-determinism that helps the search escape out of local minima. They all rely on the use of a suitable cost function which provides feedback to the algorithm as the search progresses. The principle difference among these heuristics is how and where domain specific knowledge is used. For example, in simulated annealing such knowledge is mainly included in the cost function. Elements involved in a perturbation are selected randomly, and perturbations are accepted or rejected according to the Metropolis criterion which is a function of the cost. The cooling schedule has also a major impact on the algorithm performance and must be carefully crafted to the problem domain as well as the particular problem instance. 

For the three evolutionary algorithms discussed in the chapter, genetic algorithms, simulated evolution, and stochastic evolution, domain specific knowledge is exploited in all phases. In the case of genetic algorithms, the fitness of individual solutions incorporates domain specific knowledge. Selection for reproduction, the genetic operations, as well as generation of the new population also incorporate a great deal of heuristic knowledge about the problem domain. In simulated evolution, each individual element of a solution is characterized by a goodness measure that is highly correlated with the objective function. The perturbation step (selection followed by allocation) affects mostly low goodness elements. Therefore, domain specific knowledge is included in every step of the simulated evolution algorithm. In stochastic evolution, at each iteration the algorithm actually attempts to move each element. The acceptance/rejection of the move is based on a gain measure and a parameter p. Both the gain measure and p are tuned to the problem domain. 

Tabu search is different from the above heuristics in that it has an explicit memory component. At each iteration the neighborhood of the current solution is partially explored, and a move is made to the best non-tabu solution in that neighborhood. The neighborhood function as well as tabu list size and content are problem specific. The direction of the search is also influenced by the memory structures (whether intensification or diversification is used). 

It is also possible to make hybrids of these algorithms. The basic idea of hybridization is to enhance the strengths and compensate for the weaknesses of two or more complementary approaches. For the details about the hybridization the readers are referred to [SY99]. 

In this chapter, it has not been our intention to demonstrate the superiority of one algorithm over the other. Actually it would be unwise to rank such algorithms. Each one of them has its own merits. Recently, an interesting theoretical study has been reported by Wolpert and Macready in which they proved a number of theorems stating that the average performance of any pair of iterative (deterministic or non-deterministic) algorithms across all problems is identical. That is, if an algorithm performs well on a certain class of problems then it necessarily pays for that with degraded performance on the remaining set of problems [WM97]. However, it should be noted that the reported theorems assume that the algorithms do not include domain specific knowledge of the problems being solved. Obviously, it would be expected that a well engineered algorithm would exhibit superior performance to that of a poorly engineered one.
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a. Fig 1

7. [image: image10.png]Algorithm Simulated_annealing(Sy, To. e, 5, M, Maztime);
(%Sp is the initial solution *)
(*BestS is the best solution *)
(T is the initial temperature *)
(*a is the cooling rate *)
(*7 a constant *)
(¥Maxtime is the total allowed time for the annealing process *)
(*M represents the time until the next parameter update *)

Begin
T=Ty
Curd=Sg:
BestS=CurS:[* BestS i the best solution seen so far ¥/
CurCost=Cost(CurS):
BestCost=Cost{ BestS);
Time=0:
Repeat
Call Metropalis(Cur:S, CurCast, BestS, BestCost, T, M)
Time = Time + M;
T=al;
M=
Until (Time > MaaTime):
Return (BestS)
End. (*of Simulated_annealing)





1. Figure 2

8. [image: image11.png]Algorithm Metropolis(CurS, CurCost, BestS, BestCost, T, M):
Begin
Repeat
NewS= Neighbor(CurS); /* Return. a neighbor from aleph(CurS) */
NewCost=Cosi(NewS):
ACost=(NewCost—CurCost);
If (ACost< 0) Then
Cur§=News:
If NewCost< BestCost Then
BestS= News
Endif

Else
I (RANDOM < =2
CurS=NewS:
EndIf
EndIf
M=M-1
Until (1 =0)
End. (*of Metropolis®)





i. Figure 3

9. [image: image12.png]Procedure (Genetic_Algorithm)

Population size, ("4 Of possible solutions at any instance.¥)
Number of generations. ("7 Of iterations.*)
No= Number of offsprings. (*To be generatod by crossover.¥)
= Mutation probabili (*Also ealled mutation rate 3;.%)
P (*Construct initial population P, population constructor.*)
For j (*Evaluate fitnesses of all individuals.”)
Evaluate f(P[j]) (*Evaluate fitness of P.¥)

EndFor
Fori=1t N,
For j = lio N,
(5,u) + 6(P) (*Select two parents & and y from curvent population. )
offspringli]  x(z,y)  (*Generate offsprings by erossover of parents  and y.*)
Evaluate f(offspring[j])  (“Evaluate fitness of each offsprings.”)
EndFor

For j=lto N, (*With probability P, apply mutation.*)
mutated[f] + ply)
Evaluate f(mutated[j])
EndFor
P & Select(P, offsprings) (*Select st M salutions from parents & offsprings.*)
EndFor
Return highest scoring configuration in 7.
End
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i. Figure 6

11. [image: image15.png]Set: of feasible salutions,
Current solution.

Best admissible solution,
Objective function,

Neighborhood of 5 € {2

Sample of neighborhood solutions.
Tabu list.

Aspiration Level.

Begin
Start with an initial feasible solution 5 € €
Initialize tabu lists and aspiration level.
For fixed munber of iterations Do
Cenerate neighbor solutions V* C ().
Find best $* €V
If move Sto §%isnot T Then
Accept move and update best solution.
Update tabn list and aspiration level,
Increment iteration number,
Else
If Cost(S") < AL Then
Accept move and update best solution.
Update tabu list and aspiration level.
Increment iteration munber.





i. Figure 7

12. [image: image16.png]ALGORITHM Simmdated Evolution(M, L):
J* M Set of movable clements; */
7 L: Set of locations; */
7 B: Seloction bias: 7/
* Stopping criteria and sdloction biss can be automatically adjusteds ¥/
INITIALIZATION:
Repeat

EVALUATION:

ForBach m € M Do g, = 2= EndForEach:

SELECTION:
ForBach m € M Do
I Selection(m,B) Then Py = Py {m}
Eke P =P U{m}

EndForEach;
Sort the clements of Pa:

ALLOCATION:
ForBach m € P, Do Allocation(m) EndForEach;
Until Stopping-criteria are met;
Return (BestSolution);
End Simulated_Evolution.
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15. [image: image19.png]AlgorithmStocE(Ss, o, R):
o

egin
BestS= S = So;
BestCost= CurCost= Cost(S);
=i
=0
Repeat
PrevCost= CurCost;
= PERTURB(S.p); [* perform a search in the neighborhood of s */
CurCost= Cost(S);
UPDATE(p, PrevCost, CurCost); [* update p if needed */
If (CurCost< BestCost) Then
BestS=$;
BestCost= CurCost;
p=p= IR /* Reward the search with R more gencrations */

p=p+l;

Until p> R
Return (BestS);
End
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16. [image: image20.png]FTUNCTION PERTURB(S. p);
Begin
ForEach (m € 1) Do /* apcording to some apriori ordering */
$'= MOVE(S.m):
Gainfm) = Casi(S) = Cost(S"):
If (Gain(m) > RANDINT(=p.0)) Then
Endir
EndFor:
S =MAKE STATE(S); /* malke sure § satisfies constraints */
Return (S)
End




i. Figure 12

17. [image: image21.png]PROCEDURE UPDATE(p, PrevCost, CurCost):

Begin

If (PrevCost=CurClost) Then [* pessibility of a local minimum */
P=p + Pigep [* increment p o allow Lager uphill moves */

lse

: /* re-iuitialize p *





i. Figure 13

� EMBED Equation.3  ���





� EMBED Equation.3  ���








� In SimE terminology, a population refers to a single solution. Individuals of the population are components of the solution; they are the movable elements.





� Here, we assume that we are dealing with a minimization problem
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