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A reliable real-time client-server telerobotic system is presented using a Distributed Component
Framework to promote software reusability, ease of extensibility, debugging, and data encapsula-
tion. .NET remoting is used for automatic handling of the network resources and data transfer
while isolating the components from network protocol issues. A client-server transfer of live stereo
video provides the operator 3D views of the slave scene with augmented reality (AR) framework and
services. Overall distributed framework and design independence improves the portability and mod-
ularity of the proposed telerobotic system. A multi-threaded execution is proposed for streaming of
force, command, and for the transfer of live stereo video data. The proposed framework provides
a useful integrated software and hardware environment to enhance man-machine interactions using
stereo visualization and AR in real-time telerobotic systems.

6.1 Introduction

Robotic technology [28, 43] is enhancing surgery through improved precision, stability, and dexterity.
Depth perception and haptic sensing [48, 27, 31] are needed at the surgeon’s console. Needed media
data have increasing sampling rate which requires tradeoffs between quality and sampling frequency.
A central problem is how to design a man-machine interface for the implementation of effective
telerobotic systems that extends human manipulative skills over a distance. For this a real-time
framework that efficiently and pervasively integrates physical robot, sensors, software, and hardware
is highly desirable.

Internet telerobots [21] (ITRs) can be driven by anyone and include robots that navigate under-
sea, drive on Mars, visit museums, float in blimps, handle protein crystals, etc. The study of ITRs
enabled the assessment of communication delays and the analysis of supervisory control.

A WWW remote supervisory control architecture combining computer network in an autonomous
mobile robot with collision avoidance and path planning is proposed in [37]. Sheridan[47] defines
a model of supervisory control. The operator provides system commands to a human interactive
computer that controls a task interactive computer which translates higher level goals into a set of
commands.

Hu et. al.[29] proposed JAVA for network interfacing and video as well as the use of C++ for
the robot controller for Internet-based telerobotic system. TCP/IP sockets [10] is one highly reliable
method for sending information over the Internet using VxWorks real-time multitasking system. By
prioritizing the tasks the user can control the order of task execution and the amount of CPU time
allocated to each task.
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A component-based distributed control for Internet tele-operations using DCOM and JAVA is
proposed in [23] to explore the foot of a volcano using a mobile robot. JAVA is used for database
connectivity and path planner GUI and DCOM for network connectivity. JAVA virtual machine
(MS VM) is proposed to bridge the gap between JAVA and DCOM. The robot position feedback
is provided by two paths, one from the GPS (Global Positioning System) data and the second one
from the visual feedback.

A DCOM-based distributed component system [24] is proposed to integrate web technologies and
telerobotics together with environmental constraints. The main feature is a DCOM/ActiveX based
supervisory control server operating over the Internet. Operator views 3-D model, control paths,
and issue commands through supervisory control. Ho [22] developed an Internet based telerobotic
system using JAVA and VRML. JAVA-based frame is used as grabbing software to move an image
from camera to main-memory.

A CORBA-based distributed robot object model [49] is proposed for mobile robotics. Ob-
ject communication uses timely leased communication patterns associated with the availability of
some resources. A distributed perception strategy [26] is proposed for internet robotics using the
perception-motion process (behavior) and task planning (mission). The objective is a robot that
can find neighboring Internet sensors for improved reliability. For this, behavioral objects are trans-
ported via Internet to favor local interaction which improves stability and synchronization when
Internet becomes unreliable. A distributed robot architecture [33] is proposed for modularity for
integrating learning aspects in a mobile robot. The robot functions are designed as hardware agents
whose resources and notifications are managed by an agent manager. Behavioral functions are flex-
ible programs that are created by task knowledge learning and managed by an agent manger. An
environment model is used for tasks, skills, and objects. Distributed objects communicate using
CORBA publish-subscribe mechanism.

The classical remote procedure call is redesigned for resilience, transparency, and event-driven
notification [38]. CORBA is used to connect objects across heterogenous processing nodes. Using
CORBA event service two interaction models are proposed: (1) an event channel be operated using
proxies for client and server for communication with multiple clients where active servers push events
on registered clients, or (2) a notification scheme where a client dynamically subscribes to a set of
events which define event priority and lifetime.

A subsumptive, distributed, vision-based robotic architecture is proposed in [15]. To improve
system fault tolerance different behavioral strategies are coded into multiple loops (fine-to-coarse)
where each loop adds to the competence level of the loops below. The loops are independently
processed and their results ranked by an arbitrator using application-based criteria to decide which
loop should instantly control the robot. The decoupling of video processing and communication is
similar to proposed multithreaded execution for concurrent frame acquisition and transmission.

In this chapter a reliable, real-time, telerobotic framework using object-oriented distributed com-
ponents technology is presented. .NET remoting technology is used to allow a software component
to be developed in one computer and used in many different computers. All updates on an instance
of a component (object) can be seen in all connected computers as if it is a local component. Stereo
vision greatly enhances the operator’s efficiency but imposes severe requirements in terms of band-
width to transfer real-time video data in a client-server environment. A client-server framework for
grabbing and live video transfer is proposed.

The organization of chapter is as follows. First, the robotic aspects of the multi-threaded dis-
tributed framework are presented. Second, the software system design is presented. Third, the live
stereo video transfer is presented. Fourth, the results are briefly presented and a comparison to
other implementations is presented together with a short conclusion.

6.2 A multi-threaded distributed framework

The aim is to extend natural eye-hand motion coordination through a computer network while
preserving human manipulative dexterity in scaled working environments. The objective is to de-
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Figure 6.1: A layered representation of client-server telerobotic system

velop a multi-disciplinary telerobotic research environment integrating motion, vision, and haptic
senses to experience telerobotic system interactions, man-machine interfacing, and computer aided
teleoperation (CAT).

We present a Multi-Threaded Distributed Framework (MTDF) for Telerobotics. The proposed
framework consists of components and patterns that establish how components interact with each
other. The server station components (Section 6.3.1) are (1) a slave arm components that consist
of a robot PUMA (SPUMA) and a Force (SF ) components, and (2) a video (SV ) component (Sec-
tion 6.6.2). The client station components (Section 6.3.6) are (1) a master arm component that
consists of a Motion (CM ) and a Force (CF ) components, and (2) a video component (CV ). All
client (server) components are concurrently run as independent threads on the client (server) com-
puter. For example, one pattern consists of real-time thread SV (also SF and CM ) that is logically
interconnected to CV (also CF and SPUMA) to which it sends data through the network. A layered
representation of proposed client-server telerobotic system is shown in Figure 6.1. In the following
we present the robotic aspects of the proposed Multi-Threaded Distributed Framework (MTDF).

6.2.1 Server motion coordination

The kinematics of the slave arm is represented by means of three frames: (1) a fixed world frame (Rw)
at arm origin, (2) an effector frame (Re), and (3) a user defined tool frame (Rt). The controllable
frame Re is represented by its 3×1 position vector (Ew(θ)) and its (3×3) orientation matrix (M e

w(θ)),
where θ is the slave arm joint vector and w refers to Rw. The tool frame Rt is defined by its position
vector Tt and its orientation matrix M t

e of frame Rt with respect to frame Re. The position of
the tool point is defined by Tw = Ew + M e

w(θ)M t
eTt. The slave station receives a command to

translate the tool frame Rt by ∆Tw and to rotate it by ∆Mt. The operator motion can be efficiently
mapped onto the tool frame when the translation is specified in tool frame, i.e. ∆Tt. The new arm
controllable position vector is:

∆Ew = M t
w(I −∆Mt)Tt +

{
∆Tw Operator-tool
M t

w∆Tt Operator-world
(6.1)

where M t
w = M e

wM t
e. The new effector orientation matrix (controllable) becomes ∆Me =

M t
e∆MtM

e
t . To avoid cumulative errors in the above equation Gram-Schmidt orthogonalization [1]

is used to guarantee that the columns of ∆Me represent unit vectors that are orthogonal. The
PUMA reads current joint vector θ and computes effector position Ew(θ) and orientation M e

w(θ).
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The target effector position and orientation are E+
w = Ew(θ) + ∆Ew and M e+

w = M e
w(θ)∆Me. The

inverse kinematic model θ+ = G−1(E+
w ,M e+

w ) provides the joint vector θ+ that moves the tool by
the commanded translation ∆T and rotation ∆M . θ+ is sent to the slave arm motion controller.
Incremental change in operator hand frame Rop is superimposed on tool frame Rt. For example,
when Rop is tilted the remote tool frame Rt is tilted by the same angle.

6.2.2 Server active compliance

The force sensor consists of two parallel plates p1 (frame Re) and p2 (frame Rs) interconnected by
three elastic links. The force sensor used is developed by the authors [6]. The motion of p2 with
respect to p1 is measured by a (1) translation vector ∆Se, and (2) orientation matrix ∆Me. The
sensor structure allows finding ∆Se and ∆Me as functions of the six sensing signals. The sensor frame
Rs is located between Re and Rt. An external force applied to the tool causes a deflection vector
∆Te = ∆Se + (∆Me− I)M t

sTt to the tool frame origin as well as a change ∆Mt in Rt orientation as
∆Mt = M s

t ∆MM t
s. Since M t

e = ∆MM t
s the tool deflection vector is ∆Tt = M s

t ∆M−1∆Te.
Active Compliance (AC) control consists of converting the measured force into an incremental

motion for the slave tool. The force (Ft) and moment (Ct) vectors are computed using vectors ∆Tt

and M s
t ∆MM t

s. Using the passive compliance matrices for linear (Kl) and rotational (Kr) motion
of the tool we compute the force Ft = (fx, fy, fz)t = Kl∆Tt and moment Ct = (cx, cy, cz)t = Kr∆Mt

vectors. Ft and Ct are used to: (1) display the reflected force feedback at the client station, and (2)
implement active compliance mechanism as a force control strategy as shown in Section 6.3.4.

6.2.3 Assistance functions

Server teleoperation assistance functions can be activated by buttons at the client station. The
assistance functions are:

1. Relative or world mapping: operator motion is mapped to: (1) world frame, or (2) tool frame
in tool manipulation tasks.

2. Floating tool mapping: operator motion is dynamically mapped to the slave tool frame by
defining the tool frame position and orientation at some point of interest for the task. This
may greatly reduce the number of iterations done by the operator to set up the manipulated
object in a given position and orientation.

3. Planar or linear motion: constraining some tool motion axes to linear or planar motion and
leaving the other axes under direct operator manual control.

4. Force Control: implements active compliance by continuously sensing the force exerted on the
tool, evaluates a proportional force error based on a desired force, and converts the error into
a position increment to reduce the force error. Here the user may select setting up active
compliance over a sub-set of tool axes while other axes are kept under position control. In
this case the selected components of computed force Ft and moment Ct vectors are feedback
as elementary tool translation ∆T = AFt and rotation ∆M = BCt, where A and B are two
3× 3 matrices that determine the selected axes.

6.2.4 Client CAT support

The client station have a set of button-controlled teleoperation functions which are: (1) real-time
rendering of the operator motion, (2) indexing, (3) space scalability, and (4) impedance control. In
the following we present each of these functions.

Real-time rendering of the operator motion and display of force feedback are implemented as
follows. There are two major inputs: (1) the joint vector read from position sensors and (2) force data
coming from the remote side. Arm kinematic model GM (θ) allows computing the current operator
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hand position vector X+ and orientation matrix M+, where θ is the arm joint vector. Using last
references X and M , it computes the variations ∆X = X+ − X and ∆M = M tM+ with respect
to reference. The client sends the above computed variations to the slave arm as an incremental
motion command for the slave tool frame. The client also outputs the received force feedback as
master arm motor torques to display the force feedback on operator hand.

The indexing function is defined as follows. In direct teleoperation the variation in operator
hand position and orientation (X+ − X,M−1M+) is evaluated and transmitted to server. During
indexing the system continuously sets up the reference to current (X, M) and disable transmission
to slave arm.

The scalability function is defined as follows. The increment in master position vector (∆X)
and orientation matrix (∆M) are scaled-down before being transmitted to the server. For this the
variation in the operator hand orientation matrix (∆M) can be seen as made of three euler angles,
i.e. ∆M = Rx(αx) Ry(αy)Rz(αz) = Rxyz(M), where Ru is a rotation matrix about axis u and Rxyz

is the product of three rotation matrices sets for ∆M . Since ∆M is known, we inverse the above
equation and find the three angles as (αx, αy, αz) = R−1

xyz(∆M). Using an operator-controlled scale
factor s, the scale function becomes:

(∆X, ∆M) = ((X+ −X) ∗ s, Rxyz((R−1
xyz(∆M)) ∗ s))) (6.2)

To avoid singularities, the three Euler angles are computed for the variation in the operator
orientation matrix ∆M . Due to speed of operator motion and real-time mapping, the computed
angles are small which avoids the singular area.

The impedance control is implemented as follows. The master arm dynamics [14] determine
the motor torque τ as τ = D(q)q̈ + C(q, q̇) + G(q), where q joint vector, q̇ joint velocity, q̈ joint
acceleration, D(q) is the inertia matrix, C(q, q̇) is the coriolis and centrifugal coefficients, and G(q)
is the gravity term. We compute terms C(q, q̇), G(q), and D(q) which enables finding the motor
torque:

τ = αq̈ + βq̇ + C(q, q̇) + G(q) + τff (6.3)

where term αq̈ + βq̇ is generated based on the operator motion, terms C(q, q̇) and G(q) are used
to compensate for dynamic effects and gravity, and τff is the force feedback. The overall dynamic
motion equation becomes:

τff = (D(q)− α)q̈ + βq̇ (6.4)

where term D(q) − α represents the reduced master arm inertia (impedance) and βq̇ is a motion
damping factor. The values of the parameters α and β are experimentally determined based on a
performance/stability criterion.

6.3 Software system design

6.3.1 Server side components

The server components are: (1) PUMA Component SPUMA, (2) Force Sensor Component SF , and
(3) Decision Server Component. In addition to these components, we also have three interfaces
known as (1) Proxy Robot Interface (2) Force Sensor Interface, and (3) Decision Server Interface
which will be presented subsequent sections.

6.3.2 PUMA component

SPUMA acts as a software proxy of the robot for which commands are issued to the component as they
are issued to the robot. Some important public methods exposed by SPUMA include ConnectRobot
that connects server to slave robot, InitializeRobot sends a program to robot that repeatedly moves
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Figure 6.2: PUMA component and its interface to robot arm

the robot in an incremental fashion. Some properties are: (1) reading robot angles, (2) computing
the position vector and orientation Matrix of robot hand frame, (3) setting up specification of robot
tool frame, (4) setting up the communication between server and robot, etc. The events invoked by
SPUMA include: (1) Data received from PUMA, (2) some errors occurred with PUMA, (3) Robot
moved to a new location, and (4) PUMA status changed.

6.3.3 Force sensor component

The force sensor component SF reads the robot wrist force sensor and creates a stream of re-
flected force feedback directed to the master station. SF is implemented as a separate thread,
the priority of which can be adjusted during runtime to allow for the management of CPU us-
age. In .NET remoting technology, events can be issued from one station and received in an-
other, i.e. automatic transfer of some data. Events do contain certain parameters, for example
MouseClick(3,5) event indicates a mouse click event at position at 3 and 5. Here a new instance
of SF creates a new thread and waits until the sensing is triggered. After the reading has started,
it informs the parent application (PA) of the availability of a new force packet. The PA uses an
event handler at the higher level of application hierarchy. The event directly transfers the force
information to the client. Similarly the component also provides StopReading() function to abort
the force sensing thread. Sensing can be triggered again using StartReading().

There are three public properties exposed by SF . The SensorThreadPriority sets the priority as
one out of five OS levels. The TimerValue sets a time interval between two successive readings. The
ThresholdValue activates the force event only when there is noticeable change in one of the force
values.

6.3.4 Decision server component

DecisionServer is a component that provides a supervisory control such as active compliance,
impedance control, and assistance functions. The DecisionServer is a server abstraction layer to
allow: (1) active compliance control, (2) supervisory commands like space scalability and indexing.
A four-layer hierarchy including DecisionServer is shown in Figure 6.4, where physical layer refers
to robot and force and lowest layer refers to the user interaction level.

6.3.5 Server side interfaces and .NET remoting

Proposed telerobotics is based on object oriented distributed application. The Decision server inter-
face allows the client to receive the events fired by the DecisionServer instance on server side. An
interface is a set carrying definitions of public methods and properties. It serves as a contract [2]
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Figure 6.4: Component hierarchy on the server side

for any component that implements this interface. Any client that accesses or executes the methods
of a component on the server needs an access to the server assembly or component. By giving a
reference to an interface that the server component implements, we can hide the actual component
or assembly from the client which improves overall system security.

To access references to both the PUMA and Force Sensor components, two interfaces are defined:
IProxyRobot and IForceSensor. Further we define another interface IDecisionServer which inherits
both the IProxyRobot and IForceSensor interfaces. Using this approach we are able to define a
unified set of public members (methods, properties and events) that are required to be implemented
in the form of DecisionServer component on the server side. The integrated scheme incorporating
all the components on server side is shown in Figure 6.5.

.NET remoting is used to publish an instance of DecisionServer component on the network which
is uniquely identified to potential clients. A client can get a reference to this instance through an
IDecisionServer interface. .NET remoting enables accessing objects using SOAP (Simple Object
Access Protocol). Any object in the distributed application can be referenced using the above
scheme as if it was available on the same machine.

6.3.6 Client side components

The client contains the IDecisionServer interface that allows referencing the server side component
through .NET remoting as shown in Figure 6.6. In addition to IDecisionServer, there are instances
of .NET remoting and client Graphic User Interface (GUI).
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Figure 6.6: Integrated scheme - client side

6.3.7 Decision server interface

The DecisionServer is inherited from IDecisionServer and in turn from IProxyRobot and IForceSensor
interfaces. .NET remoting is responsible for making socket calls to the client and we may choose
either network protocol for these requests.

DecisionServer provides a mechanism for remote execution of any event handler program. The
client assembly must be known to the DecisionServer which violates object oriented philosophy and
reduces security. For this Shim Classes are used as agents to forward DecisionServer events over
to the IDecisionServer interface. Shim classes are thin assemblies visible to both the server and
the client. DecisionServer invokes the event which is received by an event handler hooked by shim
classes. This event handler then calls the event handler of the client (IDecisionServer).

Care must be taken while receiving events from the server and writing event handlers for them
because these are synchronous events which means that the thread that is invoking the event on the
server side will be blocked until all the event handlers for this event are executed. To send a single
TCP packet, eventually a system call is needed, which is an atomic operation, e.g. it cannot be
pre-empted due to a higher priority packet. So manipulating threads during the invocation of the
events may cause deadlocks in the distributed client-server environment.

6.3.8 MasterArm component

Public methods used by MasterArm are used to: (1) start and stop reading the master arm position
(Inherited from Force component), and (2) write the given force data to the master arm in a separate
thread. Now we describe some of the public properties. One property computes the change in
position vector and orientation matrix after the position data ready event is fired. A property is
used to find/set whether a master arm is engaged or not to control computation of arm kinematics.
A get/set property is used to indicate whether to provide force feedback to the master arm or not.
Other properties are also used to compute the local impedance control function. A block diagram
of the MasterArm is given in Figure 6.7.

6.3.9 Integrated scheme of client-server components

The integrated scheme incorporating all the components on client and server side is shown in Figures
6.5 and 6.6. The DecisionServer is inherited from IDecisionServer and in turn from IProxyRobot
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Figure 6.8: Server side of the distributed framework

and IForceSensor interfaces. In order to cause an event handler subprogram to be called (invoked)
on client side for any event invoked by DecisionServer, we must provide DecisionServer, access to the
client assembly. This introduces severe deployment limitations as described in Section 6.3.7. Here
DecisionServer invokes the event which is received by an event handler hooked by shim classes. This
event handler then calls the event handler of the client (IDecisionServer). This allows hiding the
server and client assemblies from each other.

6.3.10 A multi-threaded distributed telerobotic system

The distributed approach leads the logic of the system be distributed in different software com-
ponents. The multi-threaded aspects stem from the simultaneous threads running on the server
carrying out: grabbing of stereo video data, reading force sensors, sending control signals to the
robot, reading the feedback from the robot servo controller, and sending and receiving all of this
information to one or more clients. Two cameras generate pictures which are sent to the client using
the vision server. The operator may issue commands to the DecisionServer which in turn makes use
of PUMA and Force Sensor components. The client side uses the GUI as well as master arm to issue
commands to the slave arm on remote side. The vision client receives the synchronized video data
using windows sockets and provides a stereo display.

9



Figure 6.9: Client Side Graphic User Interface

6.4 Stereo vision for telerobotics

Stereo vision enhances operator’s efficiency during tele-manipulation [41]. A client-server framework
for live transfer of video data is implemented using Microsoft Visual C# and Microsoft DirectX
which provides COM interfaces for graphics related functionalities such as DirectShow. The later
provides an interface for capturing and playback of video data. The server captures two stereo
images and upon a request from the client it sends video data to the client using windows socket.
SampleGrabber (DirectShow) is used to capture video frames coming through a live video transfer
as shown in Figure 6.10.

The client establishes a graphic display, establishes a connection with server, and displays the
incoming pictures using a head-mounted display (HMD). A graphics device interface (GDI) of Win-
dows graphical environment is used to (1) communicate between the application and the device
driver, (2) perform the hardware-specific functions that generate output, and (3) display the re-
ceived picture (see Figure 6.11). Microsoft bit block transfer API called BitBlt() or Blit is used to
copy an image from one device context to another.

6.4.1 A distributed framework for relaying stereo vision

Synchronous windows sockets are used for video transfer at server station (see Figure 6.10). To
maximize video transfer rate two thread-based schemes are used: (1) a single buffer with serialized
transfer, and (2) double buffer, concurrent transfer.

In the single buffer with serialized transfer, the SampleGrabber component of DirectShow [2] uses

10
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Figure 6.11: Stereo vision display on client side

a callback function to inform the completion of one video frame at server. Two thread instances of
SampleGrabber running at the same time to capture the video coming from two cameras. The data
is copied by SampleGrabber to some global memory buffer to be sent to the client through sockets.
After hooking of callback function onto SampleGrabber, FilterGraph (DirectShow) starts the video
capturing. The last step of server socket is to transfer the video data. The server waits for a request
of a picture from client to start video data transfer.

On the client, the GDI is set to draw the received pictures. The server flushes the previous
bitmap buffers, grab left and right images using callback functions, create a bitmap information
header for these images and transfer to the client. The client gets the buffer size (TCP stream),
prepares the bitmap buffer, receives the bitmap information header, copies the bitmap data from
the sockets into the buffer, requests for new picture, and draws the 3D stereo picture.

In the double buffer scheme, concurrent transfer allows pipelining the execution of video capturing
and live video transfer as shown in Figure 6.12. For this, two buffers are used, one for each stereo
frame on the server. When a picture is received, the camera callback function is invoked which
accesses a variable shared by multiple threads indicating whether the buffer was copied in the
previous callback of this very camera. The camera status is used to synchronize the stereo frames
for the left and right pictures. It is updated after copying the data to the buffer. If both cameras
are ready, updating the buffer status enables the sending thread to transfer the content of this buffer
over to the client. In case the second camera has not finished copying the picture to the buffer,
buffer status is not updated.

The sending thread is responsible for receiving requests from the client. It checks the buffer status
to determine the buffer, creates bitmap headers, and retrieves the buffer size. If the information has
not already been sent to the client, it is sent. Otherwise, the server continues with the sending of
buffer data only. The client proceeds in the same manner as with single buffer approach except that
it does not receives the bitmap information header and buffer size with each stereo frame. It retains
the bitmap information header and buffer size to properly display and read the required number of
bytes from windows sockets.

6.4.2 An augmented reality system for telerobotics

Augmented reality consists of overlaying the graphics on real stereo images. A camera model is used
to project 3D points on 2D image plane. The full perspective transformation between world and
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Figure 6.12: Live stereo video transfer using the optimized scheme

image coordinates is conventionally analyzed using the pinhole camera model and camera calibration
proposed in [18]. When scene depth is small as compared to distance from camera to scene, the weak
perspective projection is a linear approximation model [25]. In this case image plane coordinates and
their pixel addresses can be related by an affine transformation. A GUI was designed to support the
user carrying out camera identification by pointing to four non-coplanar reference points forming a
frame of reference. This allows finding left and right camera projection matrices. The fiducial points
should be 20 cm distance from frame origin and camera set at no less than 1.5 m from the scene.

Superimposing graphics using DirectX API

The image data retrieved from the StereoSocketClient comes in bitmap format. It can be displayed
using the DXInterface component, and HMD. DXInterface is designed using DirectX Application
Programming Interface (API) [40]. Off-screen surfaces are used to superimpose real or virtual images
as well as drawing and blitting. The BackBuffer service of DirectX Device allows indexing and fast
switching of primary and off-screen surfaces. The Hardware Abstraction Layer (HAL) and graphics
processor control flipping the addresses of front and back buffers. Without image shearing or tearing,
the next image drawn on the HMD comes from the previous back buffer. While the previous front
buffer is now back buffer and is ready to be used for the coming video frame. New image is acquired
from the network while the drawing of the current image is in progress. In short, the stereo video is
updated on local display in a page-by-page format and not pixel-by-pixel which reduces time delays.

Component framework

In this sub-section the AR stereo vision client and server components are presented.

Client side components

Listed below are the components providing stereo vision and AR functionality on the client side:

1. The StereoSocketClient generates compatible bitmaps from the binary video and receives the
live video transfer sent by the vision server developed using MFC (Microsoft Foundation
Classes) client-server setup.

12
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Figure 6.13: An overview of DXInterface Component

2. IdentifyCamera computes camera projection matrices using a set of four non-coplanar points
as vector edges of a frame [18]. The GUI uses the images provided by StereoSocketClient in
computing the left (Ml) and right (Mr) projection matrices.

3. RobotModel locates the future position of the robot gripper based on the current command.
RobotModel acts as a local proxy of the PUMA robot.

4. DXInterface (Figure 6.13) handles (1) augmentation of real video, (2) synchronization of real
and virtual data, (3) projection on video surface, and (4) page flipping.

Server side

Server side acquires and sends the stereo image data through windows network sockets. However,
only the client side is responsible for the major AR functions. The server side for the stereo video
client-server framework is used in the AR framework.

The complete augmented reality system

All of these components have been combined together to form a complete AR system on the client
side. The system provides the AR functionality through the following steps:

1. Read operator motion using the MasterArm component.

2. MasterArm provides motion parameters to IDecisionServer and RobotModel components.

3. IDecisionServer executes the incremental move command on remote DecisionServer.

4. RobotModel provides the new 3D position of gripper to DXInterface component.

5. DXInterface acquires a frame of remote scene from StereoSocketClient as well as two projection
matrices from IdentifyCamera at the system initialization.

6. DXInterface projects a ball at the gripper position in 2D image and sends both images to
HMD display controller.

7. When the IDecisionServer receives the OnMove event from the remote side, the angular posi-
tion of the robot is sent to the RobotModel to update the local model.

An architectural overview of the AR system present on the client side, is given in Figure 6.14.
It is important to update the local robot angles upon the invocation of OnMove event from the

server side because there may be some differences between the move command arguments and the
current position of robot due to mechanical and mathematical round off errors. Also it is to be noted
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Figure 6.14: Block diagram of complete AR system on client side

that the IDecisionServer uses .NET remoting for network streaming of component data and force
data while Vision Server and StereoSocketClient use raw windows sockets to live transfer of binary
stereo video data.

The system has the ability to remember the identification of cameras and other projection related
data across different runs by preserving these values to the permanent memory in a special format.
So, the identification is required only when the cameras or the objects have been moved from their
previous locations.

6.5 Discussion of system software architecture

Extensive performance evaluation and experimentation were carried on for the propose telerobotic
system. Brief results are reported in this section.

Analysis of telerobotic delays through three campus routes was carried out while streaming of
video, force, and commands. A sampling rate of 120 Hz is achieved for force feedback and 50 Hz for
operator commands. Stereo video transfer operates at a rate of 17 fps. Total reference delays for
force and stereo are 8 ms and 83 ms, respectively. Overall round-trip delay is 183 ms (5.5 Hz) when
slave arm is operated at 10 Hz. More details can be found in [9].

The effectiveness of the framework and concurrent execution of its various computing and com-
municating threads has been assessed in the experimentation of the following tasks: (1) peg-in-hole
insertion, (2) assembly of a water pump, (3) operating drawers, (4) pouring of water, and (5) wire-
wrapping. The above experiments [3] involve the completeness, modularity and flexibility of proposed
telerobotic framework when rich and heterogeneous sensory data (video, force, and command) was
exchanged between client and server. A summary of results is as follows: (1) teleoperation tools
are very effective and need to be developed, (2) advanced motion coordination reduces teleopera-
tion time and operator mental effort, (3) active compliance at server station is more effective than
operator reaction using force feedback. More details can be found in [5].

Even et. al [16] describes a computer aided telerobotic system as an integrated planning scheme
including interactive 3D modelling, programming, and execution. The proposed telerobotic frame-
work may provide the above system a pervasive network connectivity and mobility as well as a
structured software framework for implementing real-time interactions.

In [7] a client-server framework is designed using VB 6.0 and custom protocol with TCP ActiveX
controls. This scheme exposes TCP read/write operations to application, custom protocol, TCP
ActiveX control, and Windows Sockets etc. While in a distributed setup, the components directly
communicate with each other through windows sockets using .NET remoting. This difference is
achieved by using the distributed component based approach in place of TCP based custom protocols.

An object oriented distributed application (OODA) could also use JAVA that provides RMI as
remote calling function, graphics services, and 2D and 3D support. Hu et. al.[29] proposed JAVA
for network interfacing and video as well as the use of C++ for the robot controller for Internet-
based Telerobotic Systems. Ho[22] used Java-based framework for frame grabbing as compared to
the use of DirectShow in our scheme. Compared to [24], .NET framework is directly used for all
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GUI development as well as the core system components making it a unified solution. This avoids
the use of middleware services like MS VM within the framework. JAVA and CORBA are intended
to be cross-platform environments thus requiring lot of JIT (just-in-time) compilation and virtual
machines to interpret code on different operating systems. In addition they provide no support for
hardware-accelerated graphics APIs that are critical for live video visualization on PCs.

Compared to [26], the behavior in proposed telerobotic framework is represented by the local
position, force, and active compliance loops and the planer is being the human operator and AR
system. Compared to [15], in proposed framework the coarse correction made by the remote teleop-
erator adds to the competence of fine active compliance loop during the period of contact with the
environment. Compared to [38], in proposed framework there are three servers and three clients at
any given time. Object interconnection is implicitly done using .NET remoting.

We proposed an object-oriented distributed component framework and .NET remoting for (1)
remote procedure call, (2) hiding details of network interface, (3) an automatic notification and data
messaging mechanism between client and server. .NET does not require components registration
thus breaking the interdependency in the development phase. To develop off-the-shelf components
and programs we used Windows 2000 because of support provided for hardware accelerated graphics,
.Net remoting, and thread scheduling and the priority needed for multi-threaded execution. .NET
may be used for off-the-shelf real-time applications as it casts off every possible overhead. .NET has
embedded type signatures which allow component debugging across different languages, a missing
feature in JAVA and CORBA. Process variables like real-time sensor data and robot-states are
relayed to the client-side using implicit inter-component communication.

In conclusion, a real-time Distributed Component Telerobotic Framework has been described us-
ing object-oriented distributed programming paradigm with Visual C #, .NET remoting, DirectX,
and TCP sockets. .NET remoting is used to automatically handle the network resources and data
transfer while isolating the components from network protocol issues. This approach frees the
programmer from defining custom protocols for client-server interaction. It also provides flexible
deployment environment without pre-registration of components on host machine which is an ad-
vantage over DCOM. The framework is implemented as a modular multi-threaded system for live
transfer of stereo video, transfer of master-slave commands, and streaming of force feedback. The
functionalities of master and slave arms are independently designed. A multi-threaded execution
with DirectX graphical tools has been used to promote concurrency in grabbing, transmitting, re-
ceiving, processing, and displaying image data using HMD technology. The client station provides
components that support AR tools like camera model identification, and graphical slave arm compo-
nents. The proposed framework is useful to enhance man-machine interactions with 3D perception
and AR, and to serve as an integrated environment to develop telerobotics.

6.6 Performance of networked telerobotics

A real-time telerobotic system consisting of client station (operator) and server station (slave arm)
interconnected by a computer network has been implemented using a distributed component frame-
work. To minimize overall delays a multi-threaded execution is proposed for pipelining of information
processing and real-time transmission. Thread engineering allowed pipelining stereo grabbing and
live transfer of stereo video data. Different scenarios are statistically analyzed to relate the effect
of thread manipulation to overall time delays. Analysis of telerobotic delays through three campus
routes with different network loads is presented. A sampling rate of 120 Hz is achieved for force
feedback and 50 Hz for operator commands when network load is below 80%. Copying stereo images
from cameras to memory is done in 24 ms. Stereo video transfer operates at a rate of 17 fps. Total
reference delays for force and stereo are 8 ms and 83 ms, respectively. The environment interaction
delay is 183 ms (5.5 Hz) when slave arm is operated at 10 Hz. However, short instantaneous traffic
irregularities may cause deviation and scattering from above reference rates. A qualitative analysis
of contact forces arising in the contact of a rigid body, a spring, and a human muscle tissue is
presented.
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The performance of networked teleoperation systems is based on timely streaming of highly-
demanding dynamic media to interface human operator to the actuators and sensors of a remote
robot. A central problem is communication delays [30]: satellite links, for example, often have round-
trip delays that last from a fraction of a second to several seconds. In telesurgery [28] delays can
greatly slow down task execution, as the surgeon must pace the procedure to wait to see the effects
of commanded motions. Delays in teleoperation with force feedback [46, 45] can cause instability of
the robot control system, although various techniques can help to minimize this problem.

Real-time network and protocol transmission delays, jitter [41], and processing times need to
be reduced to ensure guaranteed quality of service for robot commands, stereo vision, and force
feedback. In a computer network, the communication delays and traffic capacity vary with flow
direction and irregularly change with traffic conditions.

Teleoperation [42] on packet switched LAN indicates that when packet size is increased from 64
to 1024 bytes, the delay is increased from 5.6 ms to 13.4 ms due to computational overheads. LAN
performs well even in the presence of traffic caused by other users until the total network congestion
where delays become unpredictable. The operator performance is quite insensitive to a fairly small
data loss. Transmission delay causes a decrease in operator performance almost linearly. Jitter
produces a disturbance in velocity.

In Internet telerobotics using TCP/IP sockets [10] and VxWorks real-time multitasking system,
reliable connectivity can be established but with delay jitter in the arrival rate of originally syn-
chronous packets. Packet inter-arrival delay varies from a few ms to a few seconds and average delay
for a small packet ranges from 50 ms to 100 ms over the US. Asynchronous packets do not preserve
their chronological order. TCP/IP can be reasonably used for packet with 256 bytes with a 10Hz
sampling rate.

In [20] a telerobot is implemented using TCP/ATM in which two LANs are connected to an ATM
backbone. Specification of Quality-of-Service (QoS) includes application timing, criticality, clock
synchronization, and reliability. The use of constant bit rate in ATM allows a tightly constrained
transmission delay which is suitable for real-time applications. ATM is used to guarantee time
service frequency at the computing nodes (QoS brokerage). The sampling intervals reported are 0.4,
0.3, and 0.2 s for TCP/IP, raw ATM, and TCP/IP over ATM, respectively.

A scattering transformation is proposed to overcome the problem of jitter in bilateral feedback
systems [34]. To keep the time delay constant, data is sampled at constant rate and transmitted
along with its sampling time ts. The maximum delay Tm is estimated. When data is received at t, if
its delay t− ts is below Tm then the data is released only when its delay becomes Tm which provide
a constant delay.

To improve real-time performance of telerobotics a multi-threaded execution is proposed for
live transfer of force, command, and stereo data. Different software optimizations are statistically
analyzed. Delays are evaluated using three campus routes with different network loads. Thread
engineering is use for minimizing overall transfer time of stereo video data. Specification of video
and force packet times are presented and analyzed. Effects of non-deterministic surge in network
load are presented. Using the above real-time telerobotic system, contact between the slave arm tip
and environment is presented using kinesthetic force display.

The organization of this Section is as follows. First the network and system specification are
presented. Second the video and force delays are statistically presented and evaluated. Thired,
a qualitative evaluation of contact forces is presented. Fourth, a discussion and a comparison of
achieved performance to other contributions is presented together with a conclusion.

6.6.1 Network and system specification

In this section the specification and configuration of the network, software, and computers used
is presented prior to addressing the performance analysis of the proposed telerobotic framework.
Detailed design aspects of proposed telerobotic system can be found in [8].

The client and server are run on two PCs having 2-GHz Intel P4 processors with 1GB DRAM
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Figure 6.15: Campus network routes used between a fixed server and moved client

and 512 KB cache memory. Control of master and slave arms is done using Eagle PCI 30FG data
acquisition cards. Each of client and server PCs is attached to a campus network by using a 100
Mbps NIC card (3com EtherLink XL PCI). The server PC is interfaced to two Sony Handycam
digital cameras using a 400 mbps FireWire PCI (IEEE-1394) card. The client PC uses an NVIDIA
GetForce4 Ti4600 as display adaptor to interface with an SVGA resolution Cy-visor DH-4400VP
3D head-mounted display.

Both client and server PCs run under MS Window 2000. The vision server software uses MS
Visual C++ with .NET framework 1.1 under Microsoft development environment 2003. The imaging
device used is Microsoft DV camera and VCR. The PUMA server is implemented using MS Visual
C# with the above .NET framework.

Network delays are studied using three campus networks denoted by routes A, B, and C as shown
on Figure 6.15. The server station is fixed in one location and the client station is moved to each of
the three terminals in routes A, B, and C. The connectivity between the client and server stations is
defined as follows. Refer to above figure for networking specification and component abbreviations.
In route A, each packet travels across three L2/L3 switches (SS 3300 and SS 9900 SX) and a 100
Mbps hub (SS 100 TX). In route B, each packet travels across two L2/L3 switches using 100 Mbps
input links (SS 3300), one L3 backbone switch (CC 3500) that uses 1 Gbps link at input and output,
and two L2/L3 switches (SS 9900SX) using 1 Gbps links and two 100 Mbps hubs. In route C, each
packet travels across three L3 backbone switches (two CC 3500 and one CC 6500) working as routers
using 1Gbps links, three L2/L3 switches (SS 3300 and SS 9900SX) and a 100 Mbps hub.

In the next section analysis of telerobotic delays is presented in above three campus networks.

6.6.2 Performance evaluation

Evaluation is carried out at the following levels: (1) streaming force in presence of video, and (2)
thread engineering and delays in live transfer of stereo video.

Streaming force in presence of video

The performance of streaming force feedback between the server and client stations mainly depends
on (1) total delay and (2) inter-arrival rate.

Denote by NU the percentage of network utilization. We first present the performance obtained
for route A and later we repeat the experiments for route B and C. The above network intercon-
nects computing systems for faculty, administration, and PC labs and provide access to Internet.
The reference NU during the running of proposed telerobotic system with the above utilization is
measured as about 10% for 1 Gbps links and 80% for 100 Mbps links of routes A, B, and C.

The force feedback thread is responsible of reading the force sensor, computing the force and
moments at the tool frame, and transmitting the force data to the client station. We expose the
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Figure 6.16: Distribution of inter-arrival times of force packets

running of the force thread to factors that may affect its performance such as concurrent CPU thread
execution, network communication, and change in the route between the client and the server. Each
force data packet is 48 bytes. Each video picture is 288× 360 pixels and each pixel is 3 bytes. One
picture is 0.3 MB. A stereo frame consists of 2 pictures or a data volume of 0.6 MB which requires
a bandwidth of 5 Mbps/Frame for its network relaying.

The server throughput on network in the case of streaming only force packets is about 1 KHz as
shown on Figure 6.16. Specifically for 90% of the cases the inter-arrival times of force data packets
is below 1 ms. The average time to copy one stereo frame from the SampleGrabber to the DRAM
is 24 ms. However, the video copying time is increased to 60.5 ms if we enable a thread to only read
force information without network transfer. If the network transfer of force packets is enabled, the
video copying time increases to 33.5 ms because when force packets are transferred on the network
the internal processor resources are exclusively used by the stereo copying thread.

The transfer of force and video information leads to a force packet rate of 250 Hz due to sharing of
CPU and network resources among the force and video threads. In 90% of the cases the inter-arrival
time is below 4 ms. Although the video thread was continuously active the video transfer was ON
and OFF in this case. For route A, Figure 6.17 shows the distribution of force packet inter-arrival
times during active video transfer instance (ON and OFF) which corresponds to a reference time of
8 ms (mainly from 1 to 8 ms) but may occasionally increase up to 21 ms. Therefore, the reference
server rate of force packets is 120 Hz and may occasionally drop to 47 Hz. Testing shows that
processing time of force packets (reading, computing, and packing) on the server station is negligible
compared to its transmission time for all studied routes. We conclude that a reference for the total
force packet time is 8 ms. Inspection of the inter-arrival times of force packets in presence of active
video thread (ON) shows that the worst case corresponds to arrival times in a range of 6 ms to 21
ms.

In the case of multi-streaming of force, command, and video packets the average inter-arrival
time of force packets is 1.1 ms and all the population remains under 8 ms. The force thread is having
more opportunity due to the presence of a command thread. Some peaks appear on the force packet
arrival times which correspond to periods of active video transfer. The delays caused by the implicit
software and network transfer overheads in using .NET remoting and Shim assembly for streaming
of force data are quite comparable to network protocol delays for the same routes using traditional
TCP socket for data transfer.

The use of .NET technology for streaming of force packets provides nearly the same inter-arrival
delay for routes A, B, or C which is also comparable to the delay for one single hub using TCP
sockets. The Gbps switches over all three routes normally operate with low NU values. Some sub-
net may occasionally reach the congestion level which is manifested by an NU exceeding 80% on at
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Figure 6.17: Distribution of arrival times of force packets during video transfer
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Figure 6.18: Distribution of copy times from SampleGrabber to main memory

least one 100 Mbps link of a given route. In this case the distribution of inter-arrival times of force
packets, in the presence of live video transfer, becomes scattered and unpredictable in a range going
from 8 ms to 30 ms.

Delays in live transfer of stereo vision

In this sub-section we study: (1) the delays in copying the video data from cameras to computer
main memory, (2) performance of thread engineering for live video transfer in route A, and (3) video
performance in routes B and C.

Copying from SampleGrabber to main memory

To measure the copying time on the server from SampleGrabber to main memory we consider two
cases: (1) a single stereo thread, and (2) a stereo copying thread with a force thread.

In the case of a single stereo thread, the distribution of inter-arrival times of 300 video frames is
shown in Figure 6.18. The mean value of 24 ms for which the 95% confidence interval falls below 25
ms.

In the case of a stereo copying thread from SampleGrabber to main memory with a force thread,
the force is read as fast as possible without data transfer over the network. The mean copying time
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Figure 6.19: Distribution of stereo frames using the serialized transfer approach

increased from 24 ms to 60.5 ms and 90% of the data lies between 8 and 150 ms. CPU time sharing
(active force thread) has significant effect on stereo copying on the server. This is a useful feedback
to the need for real-time operating systems and parallel I/O streaming.

In the case of stereo copying thread with force thread reading and transferring data over the
network the mean stereo copying times decreased to 33.46 ms. The improvement over a copying
time of 60.5 ms is due to the release of CPU resources to the video copying thread due to the use
of blocking socket. This indicates that the multi-threaded execution of three concurrent threads is
left to the best effort of Windows OS.

Live transfer of stereo video for route A

Performance of live video transfer is evaluated as follows: (1) a single buffer with serialized transfer,
and (2) double buffer, concurrent transfer. Synchronous windows sockets are used for the client
server video interfaces.

A single buffer is used in the serialized video transfer on server. The sending thread waits for
the two SampleGrabbers to write stereo frame data to global buffer in order to send it to client with
disabled display. Figure 6.19 shows the distribution of inter-arrival times of 300 stereo frames which
is a Gaussian distribution with a mean of 86.5 ms or 11.6 fps. The distribution of inter-arrival times of
video packets in the presence of force thread is shown on Figure 6.20. The above two distributions
show the effects of resource and network conflicts caused by concurrent threads. Although the
average arrival times are nearly the same the distribution is scattered due to indeterminism in the
CPU execution and pre-emption of both video and force threads.

The double buffer, concurrent transfer scheme is evaluated using a single buffer configuration on
the server. Figure 6.21 shows the distribution of inter-arrival times of 50,000 stereo frames transferred
between client and server with disabled display. Statistically this is a Gumbel distribution with a
mean value of 59 ms and 90% of the data lying between 56 and 65 ms. A transfer rate of 17 fps
is achieved. The maximum delay observed is 1299 ms which obviously is coming from network
congestion and the minimum value is 53.5 ms. Time was saved in activating the SampleGrabbers
and receiving the buffer ready notification. This proves that pipelining of video copying and transfer
over the network is superior to traditional sequential processing demonstrated in serialized transfer.

Testing shows that a frame rate greater than 10 fps gives good viewing and refresh rate of 85 hertz
eliminates any flickering. Some simple manipulation experiments, to move objects by looking at 3D
scene on the computer screen wearing shuttering glasses and HMDs showed good depth perception
of the viewer.

In summary, the lowest transmission delay for live video data transfer is observed in network
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Figure 6.20: Distribution of video packets with active force for serialized transfer
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Figure 6.21: Distribution of inter-arrival times of stereo frames for route A
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Figure 6.22: Distribution and scattering of inter-arrival times of stereo frames in route B in presence
of force packet streaming

A. While copying a stereo video frame to main memory takes 24 ms network transfer of live video
takes 59 ms, e.g. an arrival rate of stereo frames of 17 fps. In other words, the total time of stereo
frames is 83 ms between server and client from reading cameras to HMD display. The average delays
caused by route A are similar to that obtained when both client and server are interconnected to one
single LAN segment (Hub) in route A. Testing shows that total operator motion computation and
command time is negligible at the client. However, the fastest motion on the available PUMA system
is reasonably at the 100 ms level given its mechanical constraints and serial interface. Therefore, the
total round trip delays from force sensing and video capturing to executing operator command in
response to above feedback is about 183 ms which corresponds to an interaction frequency of 5.5 Hz.
The Gbps switches and links operate at a lower rate than their real capacity. The above parameters
can be considered as system references when NU is below the 80% reference level for each used 100
Mbps link on route A. The lack of accurate synchronization between force and stereo frames has not
shown to be critical in experimenting the system.

Occasionally an increase of NU above the 80% level for one or more of the 100 Mbps links
(congestion) of route A leads the distribution of video and force inter-arrival times to be characterized
as: (1) the dominant part of the distribution is still at the above reference values, and (2) some
scattered distribution starts to appear in the region above the reference delays. At the above
congestion level the width of the scattered region extends to 30% of the reference delays for the
video. For example the scattering of the video distribution may extend to the range of 59 ms to 80
ms.

Live transfer of stereo video for routes B and C

In network B, it is noticed that when NU is below the 80% level for all 100 Mbps links the stereo
and force frames preserve the same distribution pattern as in network A, but the whole distribution
is slightly shifted with an increase in the average inter-arrival times to 60 ms for the stereo data.
The increase in the reference delay of 1 ms is due to buffering of video data when hopping from one
switch to another. The distribution of video packets for route B is quite similar to that of route A
shown on Figure 6.21.

Route C includes three major gigabit L3 switches, three L2/L3 switches (two 100 Mbps and one
1 Gbps), and one hub. Campus route C is used as an exit route for accessing the Internet which
means that traffic burstiness (irregularity) is the highest for this route. Testing shows that route C
has comparable average NU to that of other studied routes but with the highest degree of traffic
irregularity. Here more than 90% of the population of stereo frames deviate by no more than ±0.5
ms from the reference delays of route A. Similarly, when NU is below the 80% level for all used 100
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Figure 6.23: Distribution and scattering of inter-arrival times of stereo frames in route C in presence
of force packet streaming

Mbps links of route C the dominant part (90%) of the distribution remains in the range of 58-60
ms (stereo) and some scattering appears in the region 60-80 ms. Rare bursty traffic during which
NU rapidly fluctuates between 10% and 20%, even for short time, causes the distribution to become
rather uniform and unpredictable and may extend to the range of 60-120 ms for stereo frames. The
start of distribution scattering of inter-arrival times of video packets for routes B and C is shown on
Figures 6.22 and 6.23, respectively.

A flow-control strategy for live stereo vision is to minimize overall stereo delays by considering a
variety of cases between the following two extremes: (1) sending large packets without compression
to save processing time, or (2) sending compressed video to save overall data transmission time. In
the proposed framework uncompressed stereo video transfer showed to have less overall delays as
compared to compressed video transfer over the studied routes. For telerobotics, one strategy is to
develop a task-aware compression method for compressing background data and transfer of uncom-
pressed, small volume, higher resolution, region-focused, video data that is essential for the current
task. The operator may specify a relevant tool region to be dynamically tracked and transmitted
with higher resolution and refreshing rate. A tracking algorithm detects motion in the relevant re-
gion and guides a selective compression algorithm. Thus by controlling the size of the uncompressed
region and its resolution the user may set up a variety of scenarios between the above two extremes.

Nowadays network routers, buffers, switches, and links do not incur noticeable delays. Here
telerobotic real-time packets hoping from one switch to another do generally accumulate a small
amount of delay regardless of used route. Packets with smaller payload are less sensitive to surge
in network load than packets with larger payloads. The problem of unpredictable arrival times
of real-time packets is concerned with the instantaneous traffic condition rather than with delays
accumulated in network switching and buffering. The non-deterministic nature of network load even
for short period of time may cause severe degradation over the reference delays. Although this is the
exception, the unpredictable inter-arrival times of real-time packets may significantly degrades the
quality of teleoperation. In this case, there is need for a resilient telerobotic flow control to ensure
smooth performance degradation under severe load conditions. One approach is a flow-control that
activates remote emergency agents, at the slave site, to ensure task safety and continuity under
excessive delays. At the client station, a virtual environment may supply the operator station with
kinesthetic and visual feedback to provide interaction continuity based on task locality, environment
model, and history information.
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Figure 6.24: Operator commands and force feedback during contact with a rigid body (a), a spring
(b), and a tissue (c)

6.6.3 Qualitative evaluation of force feedback

Force feedback [46, 19, 35] is widely known to enhance performance in telerobotics. In telesurgery,
providing force feedback display to the surgeon proved to (1) reduce tissue trauma and (2) increase
operation safety [14]. The proposed telerobotic system is used to provide Cartesian bilateral coupling
between a PUMA 560 slave arm and a locally designed master arm having 6 dof position and 3 dof
force display

Telerobotics focuses on remote interaction with the environment [28, 43]. Analysis of contact
forces as well as modelling issues based on motion damping and impact velocity is presented in [39,
32]. Displaying haptic and force feedback allows the operator to navigate in a space constrained
by physical effects like environment contact or others. This proved to be effective when the force
feedback is applied at natural human inputs (hand) leading to the most ergonomic cognitive reaction
of operator.

Force-reflecting teleoperation was proposed earlier in [44]. To quantify the transparency of pro-
posed telerobotic system we study the slave arm tool transition from free space to contact state.
The objective is to minimize forces arising during contact between robot tool and environment.

The operator moves the master arm along a vertical direction which causes similar motion to
the slave arm tool. A real-time force data stream is transmitted from a wrist force sensor and
transmitted from server to client station (master arm) where it is displayed on the operator hand
using the master arm. Details about motion and force mapping can be found in [8].

Figure 6.24 shows the force interaction during contact between the tool and (1) a rigid body
(case a), (2) a spring (case b), and (3) a human muscle tissue (case c). Following the contact the
operator was asked to maintain a known constant force on the target for a short time. Each of the
above three cases is further sub-divided into three experiments (from 1 to 3) each corresponds to
a different setting of the force feedback gain (FFG) which is used to scale up and down the force
feedback measured at the slave arm wrist and displayed on the operator hand. The force feedback
received by the client is plotted before being scaled by the FFG coefficient. FFG is intended to
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Figure 6.25: Extended command-force interactions of pre-contact for a rigid body (a), a spring (b),
and a tissue (c)

adjust the displayed force to a proper sensitivity level for the operator in connection with overall
system stability.

In each of the nine instances of Figure 6.24 the operator command and associated force feedback
are plotted in the upper and lower parts, respectively. During 20 s the operator is to bring the slave
arm tool into contact with the target and to maintain a constant force of 0.75 N.

Each contact operation has 5 phases which are (1) contact-free, (2) pre-contact, (3) contact,
(4) pre-release, and (5) release. These are shown on Figure 6.24-(a)-1. The operator receives no
force feedback when the tool is in free space. The pre-contact phase starts when the tool hits the
target. We note that in both pre-contact and pre-release phases the teleoperation system is subject
to vibrations which are displayed to the operator using scaling factor FFG. The vibration frequency
depends on: (1) stiffness of the target, (2) value of FFG, and (3) a system interaction time of 183
ms or round-trip delay (Section 6.6.2). At the slave arm station, the rate of sensing-to-reaction
or operator tool interaction is 5.5 Hz. Stiff targets produce prompt bouncing contact forces and
therefore produce higher vibration frequency. The vibrations for the rigid object are greater and
faster than those of the spring or the tissue.

Similar effects are also observed for higher values of FFG as shown for each instance of figure
parts (2) and (3). In the master arm both (1) the operator and (2) master arm motor can generate
forces that control the dynamic of corresponding linkage (motor, wires, pulleys, and operator). The
motor excitation is being the reflected force feedback.

Figure 6.25 shows an extended pre-contact periods for each of the above cases and material.
The reason for the vibration is that when the operator is starting the pre-contact phase the first
contact leads to (1) a force feedback applied to master arm motor, (2) transmitting motor torques
to operator through the dynamic of the linkage, and (3) producing a force bouncing (as the force
feeling) from the operator hand back to the slave arm. This process continues to transmit contact
forces from the scene and return a bouncing force from the operator until the elastic system between
the target and operator hand is closed up by the operator engaging the slave closer and closer to
target which amortize the above bouncing. Note that the release phase is similar to the pre-contact
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phase. A high FFG gain may drive the telerobot out of control as shown in Figure 6.25-(a-1), (a-2),
(b-1), and (b-2). Stable contact for the rigid and spring objects requires the use of lower FFG gains.

Note the difficulty caused by the visco-elastic nature of the tissue when the operator attempted
to maintain a constant force contact. The tissue shape deformations causes instabilities even in the
contact state as shown on Figure 6.24-(c-1), -(c-3), and Figure 6.25-(c-2), and -(c-3)). The tissue
is more subtle because its visco-elastic deformation may cause pre-contact phases to occur in the
middle of a contact phase. Here the operator felt the reaction and attempted to re-engage the
contact state. There are other important reasons for instability in Internet teleoperation which are
due to transmission delays [19].

Generally the contact phase is characterized by a good fidelity of force feedback. The master
arm can display a force of 20 N and the values of FFG used are in the range of 1 to 100. A stable
post-contact force factor of 1:100 is used. The operator succeeds in maintaining the target force for
the desired duration. The FFG can be set up by the operator to reduce the possibility of errors as
well as to increase operation safety in telesurgery. However, excessive FFG values lead to unstable
operations. It was observed that at high FFG the elasticity feature of the spring was transmitted
into physical constraints on the operator motion. Contact phases are all quite stable regardless of
target stiffness when moderate FFG is used (1:20) except for tissue. For example pressing on the
spring induced an opposing force on the operator hand giving the operator the feeling of a quasi
spring. Teleoperation with weight exposes the operator to gravity effects if needed.

6.6.4 Discussion of networked telerobotics

A telerobotic client-server framework [4, 7] is proposed for VB 6.0 and TCP ActiveX platforms.
Read/write operations using TCP based custom protocols take 20-40 ms because of the software
layers involved such as application, custom protocol, TCP ActiveX control, and Windows sockets
etc. Transmitting a command signal of 48 bytes between the client and server stations takes 55 ms.
In the proposed framework a similar force packet takes about 8 ms in the presence of both video
grabbing and video transfer threads.

In a typical scenario when both client and server use .NET based components with TCP chan-
nels, optimized data transfer is reported [40]. TCP Channel uses a default binary formatter which
serializes the data in binary form and uses raw sockets to transmit data across the network. This
method is ideal if the objects are only deployed in a closed environment.

Internet-based telerobotic System [29] can be implemented using JAVA for network interfacing
and video and C++ for the design of the robot controller. In a LAN setup, a transfer rate of 9-12
fps with time delays less than 200 ms for a single image of size 200× 150 pixels is reported. Video
images are compressed using JPEG technique. The Java-based [22] frame grabbing software takes
one second for an image to move from camera to main-memory as compared to a mean value of 24
ms obtained by proposed multi-threaded approach using DirectShow. The reported video transfer
rate is 1 frame every 3 seconds for a single image of 16 bit color depth over the Internet.

In the proposed approach, a multi-threaded execution is proposed to allow pipelining of (1)
processing and (2) network transfer times. In comparison to the above results, the proposed stereo
video client-server system transfers on a campus network uncompressed stereo frames of 288× 360
pixels at a reference rate of 17 fps and a total time of 83 ms. Other achieved sampling rates are 120
Hz for force feedback and 50 Hz for operator commands. This approach allows understanding some
of the limiting factors in telerobotics and to develop engineering solutions for direct teleoperation
tasks involving contact forces.

In conclusion, a telerobotic system transmitting live motion commands, force feedback, and
stereo video has been evaluated on three campus routes with different load conditions. To minimize
real-time delays a multi-threaded programming has been used to restructure sequential processing
into concurrent threads that are executed in a pipelined fashion to parallelize the CPU processing
with network transmission. Pipelining of grabbing stereo data with live transfer over the network
allowed (1) copying a stereo frame from cameras to memory in 24 ms, and (2) live stereo video
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transfer at a rate of 17 fps. When network load is below 80%, the reference sampling rates for force
feedback and operator command are 120 Hz and 50 Hz, respectively. The total delays for force and
stereo are 8 ms and 83 ms, respectively. The slave arm is operated at a 10 Hz rate which leads
to a round-trip delay of 183 ms or 5.5 Hz. Inherent network routers do incur negligible delays to
above reference rates. However, short traffic burstiness may cause noticeable scattering in the above
reference rates. As future direction, we proposed a task-aware video compression guided by a vision
algorithm which tracks a relevant region that is transmitted with higher resolution and refreshing
rate than background data. A resilient flow-control is also proposed to activate emergency agents at
slave station to ensure task continuity and safety during periods of excessive delays.

6.7 Telerobotic experimentation

A multi-threaded distributed telerobotic system was previously described. It consists of a client
station (operator) and a server station (slave arm) interconnected by a computer network. The
system is evaluated using a set of teleoperated experiments which are (1) peg-in-hole insertion,
(2) assembly of a small water pump, (3) operating drawers, (4) pouring of water, and (5) wire-
wrapping. Direct teleoperation is evaluated using following schemes: (1) stereo vision, (2) vision
and force feedback, and (3) vision with active compliance. Space indexing and scalability tools are
also used. Mapping of operator hand motion and force feedback to a convenient tool point reduces
operator mental load and task time due to highly-coordinated motion and ease of understanding of
force feedback. Operator is logically manipulating the remote tool both in motion and force and
feels the exerted forces as they were exerted in the hand. With active compliance all tasks are done
in the least task times and with the least contact force. Stereo vision may alone be used but with
large peak forces and extended task time. Force feedback has nearly equal task time as compared
to active compliance but with a noticeable increase in contact forces. Force feedback and active
compliance are critical tools for extending human eye-hand motion coordination and dexterity to
remote work in hazardous, hostile, inaccessible, and small-scale environments.

Telerobotics aims at extending human natural eye-hand motion coordination over an arbitrary
distance and an arbitrary scale. The objective is to replicate manipulative skills and dexterity to
a remote work place. Human psychomotor skills have evolved over million of years. The design of
effective man-machine interfacing and the transmission delays are two major limiting factors.

A 3D virtual reality model [17, 16] of the environment is used to develop model-based assistances
and mixed control modes in repeatedly performing a sequence of short modelling, programming, and
execution. A virtual arm is teleoperated, accessibility is checked, valid paths control the slave arm,
and feedback from slave arm is used to controls the virtual arm. The system is used in unfastening
12 nuts of a tap cover, lifting up a cover using gantry crane, inspecting the tap, and lifting down the
cover and fasten it again.

An event-driven virtual reality (VR) [11] is used to model the environment to ease the task
of programming, planning, and teleoperating a remote robot. Once the VR assemblies are set up
placed, the real links update their recorded trajectory. This approach is useful to resolve conflicts
among multiple robots while reducing communication bandwidth.

In [19] a sensor-based motion-planning is proposed for teleoperation in deep space. Bilateral
control of a graphic slave arm operating on a 3D graphic environment is used to select an approxi-
mate sequence of fine motions. The operator is provided with graphic animation using kinematics,
dynamics, friction, and impact forces used in a closed loop control provides the operator the feel-
ing of repulsive forces. A 3D collision prevention scheme is used. The sequence is sent to a slave
arm supervised by a sensor-based motion-planning algorithm and applied to peg-in-hole assembly.
Accurate graphic and physical models of slave arm and environment are needed.

Using a pre-planed insertion path, adaptive impedance control (AIC) [36] is used to reduce
jamming forces by finding the desired position adaptively to follow the optimal path from the current
position and environmental constraints. For peg-in-hole operations, the scheme may correct slight
horizontal misalignment due to uncertainties.
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In [12] a generalized bilateral control is proposed with scaling, indexing, impedance control, and
shared control. The scheme reduces contact forces by setting up soft stiffness at the slave arm and
large damping at the master arm. To reduce teleoperation payload, gravity, and damping cause by
force feedback a Cartesian mapping [51] is proposed. The remotely-sensed task wrench or computer
generated virtual task wrench can be sent to the active hand controller to let the user feels the
tasks wrench. The hand controls (1) wrench reflection mapping, (2) force reference, and (3) wrench
reflection. The amount of work in peg-in-hole insertion is reduced to about one third than without
force information.

A direct bilateral teleoperation (DBT) with kinesthetic force feedback is very useful even with a
round trip delay of 6 seconds [30]. Peg-in-hole insertion with 0.4 mm clearance and slope tracing are
still feasible using a stable PD controller without the use of scattering theory to guarantee stability.
An anthropomorphic space robot is evaluated using kinesthetic and stereo HMD [50]. The operator
position is mapped to slave arm both is position and velocity. Evaluation of a drill task indicates
less contact forces with equal task time when either visual or kinesthetic force is used with stereo
vision.

A mixed of direct and task oriented modes [13] are activated using a set of visualization and
manipulation tools with some force monitoring to improve safety and accuracy in micro/nano spaces.
To avoid collision high-level motion commands are used due to electrostatic forces and possible
sticking.

A telerobotic framework is evaluated using direct teleoperation with following schemes: (1) stereo
vision, (2) vision and force feedback, and (3) vision with active compliance. Indexing and scalability
tools are used. The proposed system is used to carry out a set of experiments involving contact
with the environment. Operator hand motion is mapped scheme to remote tool both in position and
force. Strategy for task effective execution is presented for each experiment. Analysis of operator
interaction with the environment, task time, and peak and average contact forces is presented.
Comments on the global performance of each scheme is presented together with a comparison to
other contributions.

The organization of this chapter is as follows. First, the experimental tasks are presented. Second,
the used tools and strategy for the above experiments are presented. Third, the global experimental
results are presented. Fourth, the obtained results are compared to other contributions and a
conclusion is presented.

6.8 Experimentation: task description and specification

In this section we describe the experimental part of a multi-threaded distributed component frame-
work for telerobotics [8] and [9]. In the following sub-sections experiments are presented with their
geometric and mechanical specifications.

6.8.1 Peg-in-hole insertion

The objective is to expose the proposed framework to an operation involving the following aspects:
(1) teleoperation with kinesthetic force feedback display at the master arm or with active compliance
at the slave station, (2) logical mapping of operator hand motion to a floating tool frame (TF)
attached to a peg, (3) use of available computer-aided teleoperation (CAT) tools. Insertion deals
with grasping of a peg, moving it to the top of hole, detecting contact with the hole, and inserting the
peg in hole. The geometric dimensions, clearance, and chamfer geometry are shown on Figure 6.26-
(a). For smooth insertion, the peg tip was rounded and the hole was chamfered. To avoid damaging
the robot and sensors the hole was attached to a 1 kg base for which the sideways movements are
permitted in response to a lateral force exceeding 8 N.
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6.8.2 Assembly of a pump

This assembly requires a high-degree of eye-hand motion coordination with balanced dependence
on both vision and force feedback. In the studied case the assembly operation requires one or two
objectives to be met at the same time. The mechanical tolerance of the parts is relatively moderate
as compared to that of the peg and the hole. These are shown on Figure 6.26-(b). A car water pump
is used to carry out assembly and disassembly operations. The pump consists of three cylindrical
parts: (1) a plastic cover (PC), (2) a metallic base (MB), and (3) a pump body (PB) which contains
a motor to be assembled in the middle of the above two parts. The motor shaft axis appears on
both top and bottom sides of PB. Initially MB is attached to a fixed platform for which the sideways
movements are permitted in response to a lateral force exceeding 8 N. MB can be tilted by up to
an angle of 10 degrees with respect to horizontal plan. The task is to grasp PB, move it to top side
of fixed MB and carry out part mating of PB and MB. Then the above operations are repeated to
assemble PC on the top on PB-MB compound.

6.8.3 Operating drawers

The task of operating drawers requires a high-degree of eye-hand motion coordination with moderate
use of force feedback. The used drawer has a small vertical wing at its end to block its entire retrieval
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Figure 6.28: Strategy used for peg-in-hole insertion and assembly of a water pump.

by only sliding it outward. Once it reaches the blocking position at its end, the removal of the
drawer requires (1) tilting it upward to free its bottom, and (2) sliding it downward to free its top.
Figures 6.27-(a) shows the specification of the drawer used.

6.8.4 Pouring

The objective is to expose the proposed framework to the following aspects: (1) teleoperation with
fine trajectory and time control, (2) extensive use of eye-hand motion coordination, (3) perception
of 3D scene and scene depth, (4) evaluation of functional and ergonomic aspects of proposed CAT
tools. This task deals with grasping of a small cup that contains colored water using the slave arm
gripper, moving it to the neighborhood of an empty cup, and pouring the water in the target cup.

6.8.5 The wire-wrapping operations

The objective is to evaluate performance of proposed teloperation system in a scaled-down slave
arm space. The task is to insert the head of the wire-wrapping tool into a series of needles of a
wire-wrapped electronic circuit. The operation must repeat from one needle to next in a row of 5.
Figures 6.27-(b) shows the specification of the wire-wrapping gun and needles.

6.9 Experimental methodology

In this section each task will be analyzed with respect to tools used during its teleoperation, method-
ologies used to ease its achievement, and obtained results. Video clips on this task are available at [3].
In the following subsections the strategy and analysis of carrying out each of the tasks are presented.

6.9.1 Peg-in-hole insertion

The peg-in-hole insertion consists of searching an unconstrained motion path in a space constrained
by the jamming F/M. The peg is held by the slave arm gripper. To start, the peg is held in the
axial direction of the hole to the best of operator and the 3D vision system. The displayed 6D force
feedback represents the forces exerted on the slave arm tool to which the peg is firmly attached. Here
3D vision perception provides coarse information while displayed force feedback is critical to search
unconstrained motion directions based on correcting both peg-hole axial and rotational mismatches.

Using the operator-arm interface, a static mapping (S-1) is to link the operator hand to the arm-
peg (AP) attachment point. At the server, this mapping also enables computing the external force
and moment (F/M) in a frame of reference centered at AP. At the client, the computed external
force is displayed at the operator hand using the master arm. Here the stereo vision is not very
helpful in making fine translational or rotational motion corrections. Since the operator hand is
logically mapped to the peg at point AP, a single F/M contact component corresponds to a subset
of coupled F/M being sensed by the operator at AP which might defeat the operator action to nullify
above F/M by simple hand motion. We found that it is difficult for a human to comprehend an
F/M compound, applied to hand, as opposed to a single F/M component. Therefore setting the
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Figure 6.29: Insertion using force feedback (a) and active compliance (b).

motion mapping should be guided by the need to uncouple contact F/M in an attempt to reduce
the operator mental load and operation time. For this mapping S-1 was abandoned due to lack of
efficiency.

Another mapping (S-2) consists of initially setting the mapping point at the edge of the peg and
dynamically compute the new mapping

point by locating it in the middle of peg part that is already inserted in the hole as shown on
Figure 6.28-(a). This can be evaluated using (1) the horizontal plan at the top of the hole which is
taken as reference for zero depth and (2) current peg depth. This strategy aims at capturing the
jamming F/Ms where they are exerted on the peg and display them on the operator hand to favor
direct corrections of both peg-hole misalignment errors (moment) and translational errors (force).
Hence the objective of this mapping is to logically map the operator hand at a point where it is:
(1) effective to capture the mechanical constraints such as the jamming forces, and (2) easy to make
necessary correction through motion mapping. Since the above point is dynamically re-mapped to
the operator hand motion, thus, the operator rotational and translational corrections are likely to
reduce the above constraints due to the one-to-one mapping of the jamming constraints and the
corrective motion done by the operator. The scalability function is used here to scale-down the
operator motion in all directions to allow fine (1) motion correction in the horizontal plan, and
(2) position control of the force exerted by the peg on the hole. Visual monitoring is also used to
appreciate the progress in the insertion.

Figures 6.29-(a) and (b) show performance of peg-in-hole insertion using teleoperation with
stereo vision and (1) force feedback (VFF), or (2) active compliance (VAC). The upper and lower
plots correspond to displayed force feedback and operator motion command, respectively. These
interactions are exchanged through the network. In step (a) of VFF, the operator searches an
unconstrained motion path in a space constrained by a contact force (-4 N), e.g. a wall effect. In
step (b), operator changes direction and reduces lateral contact force which allows the peg to go
deeper in the hole. In step (c), a different contact force appears and the same cycle is repeated until
completion of insertion.

The third approach (S-3) consists of a supervisory corrective motion done by the local force
regulation and the remote slave arm. This solution is similar to the second mapping in terms of
measurement of mechanical constraints at the above floating TF but instead of forwarding contact
F/M to the operator, active compliance controller is activated at the slave station (shorter loop)
which leads to superimpose locally computed peg motion corrections (rotational and axial correc-
tions) to motion instructed by the operator. In this case the operator may limit his control of the
peg to vertical direction with the corresponding force feedback. The space scalability function is
used here to scale-down the operator motion in the horizontal plan (10:1) with a unit scale in the
insertion direction which allows the operator to control the vertical force the peg is exerting on the
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Figure 6.30: Assembly using force feedback (a) and active compliance (b).

hole.
In Figure 6.29-(b) an active compliance control is set at the server. The upper and lower plots

correspond to displayed contact force measured at the server and the motion correction made by
active compliance controller, respectively. These interactions are local to the slave station. The
operator applies a downward force (step (a)) while active compliance control searches a horizontal
position and orientation (step (b)) that reduces contact F/M components. Due to proper mapping,
F/M components are likely to be uncoupled from each other and corrected independently from each
other. This results in the lowest exposure to contact forces.

6.9.2 Assembly of a water pump

The assembly plan is as follows. PB is grasped and moved to the vicinity of MB. Operator carries out
axis alignment to the best of the available 3D depth perception. The steps are shown on Figure 6.28-
(b). Part mating requires meeting two constraints which are (1) force contact of the motor shaft axis
and insertion in the middle hole of MB, and (2) part mating of both lateral cylinders of PB and MB
while maintaining axes alignment. The above constraints must be met in a sequential order starting
with the best possible configuration that can be achieved using 3D stereo vision and later combining
both force feedback and visual information. Similar operation is carried out for assembling PC on
the top on PB-MB compound.

The assembly strategy consists of using a balanced mixing of visual and force feedback in addition
to space scalability to maintain some geometric directions and keep correcting other references.
Specifically the visual feedback is used to establish a proper geometric setting in the pre-positioning
phase. The operator space mapping in the horizontal plan is scaled down, for example by a factor
of 10:1, to maintain the part positioning and to limit potential motion in the horizontal plan. The
vertical axis is left with unit scale under operator control. This approach allows preserving axis
alignment (first constraint) of the parts during the part mating operation (second constraint). It
allows the operator exerting fine force control in pushing one part into another while monitoring
the results. In the case of large positioning errors or axis misalignment during the part mating
operation, the tool is lightly lifted up (failure) and the space scalability is increased (for example to
3:1). Correction of part position and orientation are made before attempting again the part mating
phase. Force feedback is critical in carrying out the part mating in which the part is subject to a soft
down-ward push under careful visual monitoring using zoomed stereo vision for the early detection
of potential mismatch. In summary, successful part mating is based on a combination of fine force
feedback and 3D depth perception in addition button-controlled tools like indexing and scalability.

Figures 6.30-(a) and (b) show performance of assembly tasks schemes VFF and VAC, respectively.
Under VFF scheme, in step (a) PB is moved by the operator to MB where a contact force is detected.
Pre-positioning and part mating are performed in step (b). Notice the force feedback (wall effect)
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Figure 6.31: Strategy used for operating a drawer and pouring water

displayed on the operator. In step (c) PB is extracted from the assembly with a release force feedback
and return to zero force once in free air. The fluctuations in force are caused by the friction.

In Figure 6.30-(b) the sensed contact force is used by the active compliance to carry out correc-
tions of position and orientation of PB while the operator attempts the part mating. Part mating
is performed in step (a). Notice the resulting force feedback when the part hits the bottom of MB.
In step (b) PB is extracted from the assembly with an additional release force feedback and return
to zero force once in free air. The contact forces involved have less magnitude and time than those
of the VFF scheme.

6.9.3 Operating drawers

The drawer is pulled up until its bottom wing reaches the blocking point. During the above operation
motion scalability can be used to scale down the operator motion in all directions except the pulling
direction to maintain directional motion. The blocking end is detected using both visual and force
feedback.

To ease the operator task TF must be located at end of the drawer so that the needed tilt
operation can be made using a rotation about the horizontal axis of TF. Figure 6.31-(a) shows the
initial closed drawer (up) and the steps for its opening and entire removal (down). For this, the GUI,
AR tools, and master arm are used to point to the new TF origin OTF . This allows relocating TF.
Now the operator hand motion maps logically to TF and the contact F/Ms are now computed with
respect to TF before being forwarded to the operator or locally used in the slave active compliance
loop. This provides one of the best possible logical mapping from the operator hand to manipulated
object so that the needed action is projected on one single axis at the new location of TF. In other
words, the operator feels the contact between the wings with the environment as if the drawer is
held by the operator. By tilting the hand in the upward direction the front side of drawer is tilted
up which frees the drawer bottom that can now be shifted downward before becoming entirely free.
During the above operations the displayed contact forces are very helpful in detecting potential
contacts that may result from errors in the location of TF and implied operator motion.

6.9.4 Pouring

The pouring operation consists of (1) grasping, (2) traveling, and (3) pouring. Grasping requires the
slave arm to move down to a pre-apprehension configuration prior to grasping of a cup (FC) filled
with colored water. This is done while continuously trying to center the jaw to middle of FC at
its mid height to avoid potential collision. During grasping the indexing function is frequently used
to maintain the master arm within a small operator dexterity area whenever the motion requires
moving along a path consisting of a long translation or rotation. Traveling requires lifting FC and
moving towards the target cup (TC) while maintaining the slave gripper in a horizontal plan and
progressive setting up of FC orientation when approaching TC. Pouring requires setting up a proper
pre-pouring configuration in the vicinity of TC. Now FC must be tilted while keeping its top above
TC. This normally consists of a rotation and a translation as shown in the left part of Figure 6.31-
(b). To reduce the workload on the operator it is more interesting to relocate the mapping function
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of the slave tool at one of the top lateral point of TC which becomes the origin of the new TF. In
this case tilting the operator hand leads to directly tilting the new TF about one axis of above frame
as shown in the right part of Figure 6.31-(b). We note that placing TF origin (and orientation) at
the above critical point contributed in reducing the task time by about 40% as compared to default
setting of TF at gripping point. In addition, it produces a predictable trajectory while being an
ergonomic teleoperation tool.

6.9.5 The wire-wrapping operations

The GUI is used to set up (1) scale level of force feedback, and (3) the camera zooming level. The
space scaling is directly controlled by the operator index. The converging setting consists of scaling
the operator motion by a factor of 30:1, the force feedback by a factor of 1:10, and stereo camera
zooming by a factor of 1:40. The operator moves the wire-wrapping tool (WWT) while aligning
its axis with the circuit needle using 3D vision and carries out the insertion. The operator needs
to feel the vertical force component to avoid damaging the needle during contact because actually
only a small central hole in WWT must fit the needle as shown on Figure 6.27-(b). In this case
the operator carries out corrections of axis mis-alignment, and (2) insert WWT head in the needle.
The distance between two needles is about 1.5 mm. The above task was successful in making five
successive insertions in a line in 30 seconds. The operator adaptation to teleoperation to small scale
appeared to be smooth and simple. Multiple zooming views is useful to avoid changing the zooming
level whenever axis alignment needs correction.

6.10 Experimentation: results and discussion

In this section we present the global results of using the proposed telerobotic system in performing
the above teleoperation tasks, the used CAT tools, and recommendations on how to improve the
man-machine interfacing in the telerobotic system.

6.10.1 Analysis of teleoperation tasks

In this section we present the results of using the proposed telerobotic system in performing peg-
in-hole insertion and assembly operation. These tasks are selected because they require effective
interaction between the operator and the remote task involving fine motion, force feedback, and
stereo vision. The results are limited to the period of interactions with the environment such as the
insertion phase in peg-in-hole operation and part mating phase in the assembly operation. Both
phases follow the contact detection phase. We study the following teleoperation schemes in which
the operator has control of a 6 DOF master arm and provided with (1) only 3D visual feedback (V),
(2) 6 DOF kinesthetic force feedback with 3D visual feedback VFF, and (3) visual feedback with
active compliance VAC operating at the slave site.
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Each of the insertion and part mating phases was carried out by 12 operators, each carried
out successively schemes V, VFF, and VAC. Each scheme was carried out 12 times in total for
each of the above two phases. Each operator was allowed to experience the task at least 10 times
before recording the data. The operators are aware of the need to minimize contact forces to reduce
potential damage and improve operation effectiveness. The collected data refers to maximum and
average F/M magnitudes as well as the corresponding completion time of a given operation for a
given operator. Combined results for all operators are presented. In total we have 72 plots for two
phases. The F/M vectors are all computed at the origin of reference TF and sampled at 50 Hz on
slave arm station. Both force and moment components are similar in terms of concluding remarks.

Figures 6.32 and 6.33 show the maximum and average force exerted during peg-in-hole insertion
with respective operation times. The operators were satisfied with the quality of stereo vision
provided during the experiments. Scheme V allows completion of the insertion but with the largest
contact forces and completion times as compared to VFF and VAC. Occasionally V scheme may
produce less contact forces and possibly less duration than the other two schemes. Stereo vision is
one critical operator augmentation in telerobotics. However, the use of only visual feedback for any
operator indicates that another critical feedback is missing as both peak and average forces dominate
as compared to the other schemes. The average force indicated some dependence on the operator
speed and overall performance for a given operator. The ranking of any given operator performance
is mainly the same in each scheme.

Figures 6.34 and 6.35 show the maximum and average force exerted during assembly of the pump
with respective operation times. Similar to the insertion case, the VAC scheme outperforms the V
and VFF but with less deviations both in maximum and average contact force. Table 6.1 shows
the ratio of maximum and average force and task time of schemes V and VFF over scheme VAC
for both insertion and assembly tasks. For the insertion, teleoperation with active compliance VAC
allowed carrying out the tasks with the least task times and contact force. For the insertion, scheme
V allows completion of the insertion but with significant increase in contact forces and task time
as compared to VAC. Teleoperation with VFF slightly increases task time but with a noticeable
increase in contact forces as compared to VAC. VFF produces the largest variation in time from one
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Comparison of force and task time in insertion and assembly

Force Magnitude Task Time

Operation(ratio) Maximum Average duration

Insertion (V/VAC) 1.93 3.85 1.76

Insertion (VFF/VAC) 1.45 1.89 1.33

Assembly (V/VAC) 2.33 2.74 1.55

Assembly (FF/VAC) 1.27 1.63 1.36

Table 6.1: Peak force and task duration for V and VFF vs. VAC

operator to another. This shows that active compliance loop at the server station is better prepared
to correct contact forces than the remote human. This shows the efficiency of supervisory approach
and its local active compliance that continuously searches to nullify the external F/M by correcting
tool position and orientation at current TF. Occasionally VAC gets higher times due to temporary
blocking caused by excessive vertical force commanded by the operator.

For the assembly tasks, teleoperation with VAC is still ranked first but with less advantages as
compared to the case of the insertion. The reason is probably due to operator ability to combine
force feedback with 3D perception in the critical phases of the part mating.

In both insertion and assembly, VAC contributed in reducing peak and average contact forces as
compared to both V and VFF schemes especially in the case of the insertion. VAC equally reduced
task time for each of the FF and V schemes in both of insertion and assembly tasks.

Telerobotics needs advanced supervisory tools that embed complex force and position control
with dynamic motion/force mapping. Effective man-machine interfacing is needed to integrate
the above tools in a simple and natural way at the operator index and stereo space. The stereo
space visible to the operator and its AR capabilities need to support the above integration. The
connectivity between master and slave arms can be temporarily switched off and master arm used
as a 3D pointer. A variety of active compliance (AC) scenarios can be associated graphical features
in the operator stereo space. These can be selected and grouped in AC compounds (CACs) as
task-oriented and operator favored tools. To activate a specific CAC at the task point of interest,
the operator can point to a given CAC in stereo space, drag it, change its orientation, drop it at a
desired tool point, and control its activation. This allows composing optimized AC mechanisms and
efficiently activating them at the right location and orientation with respect current task.
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6.11 Comparison to others

In virtual reality based teleoperation [17, 16, 11, 13] the operator plans an operation using a model,
the plan controls a slave arm, and slave arm transmits back parametric feedback. The primary
issue is operation safety. Mainly off-line approaches are used and teleoperation is carried out on
a static environment with no dynamic interaction reported. However, in [19] graphic animation
of robot kinematics, dynamics, friction, and impact forces used in a closed loop control provides
the operator the feeling of repulsive forces which allowed to carry out peg-in-hole insertion. The
proposed telerobotic framework provides direct-oriented teleoperation with CAT tools augmented
with some supervisory control schemes to improve teleoperation effectiveness in real interactions
with the environment.

We concur with [30] on the importance of kinesthetic force feedback in assembly operations. We
extended direct teleoperation by using compliance control that makes the slave arm continuously
searching to nullify F/M sensed on the current tool while the whole arm is being driven by the
operator to take advantage of the above mechanism in current task. In comparison to [36] our
proposed VFF and VAC schemes have similar effects in modifying task trajectory. The active
compliance controller continuously searches corrections in tool position and orientation that reduce
tool external F/M. Operator sets task-oriented compliance and leads the arm under compliance
equilibrium to work location. Proposed VAC reduced peak contact forces and task time as compared
to kinesthetic force feedback with vision in insertion and assembly tasks. VAC may also be useful
as a task locality mechanism to ensure task continuity in delayed teleoperation.

As compared to [12] the proposed system also uses indexing and scale in addition to a tool-
oriented dynamic motion mapping in position and force to carry out coordinated motion as a strategy
to reduce operator cognitive load. This enables force reflection from current tool to the operator
which increases the feeling of telepresence and enables teleoperation tasks to be completed more
easily and with lower contact forces.

The wrench mapping of [50] is comparable to proposed tool motion and force mapping. However,
our dynamic mapping scheme showed to be useful tool for many tasks where the point of interest
is function of task state. Proposed mapping makes the operator logically mapped, in position
and force, to remote object. The accomplishment of above experiments is fundamentally due to
proposed dynamic mapping scheme which is estimated to be the most critical CAT tool in proposed
telerobotics.

6.12 Conclusion

A set of assembly tasks has been used to evaluate a client-server telerobotic system which transfers
motion, force feedback, and stereo vision over a network. The tasks are (1) peg-in-hole insertion,
(2) assembly of a pump, (3) operating drawers, (4) pouring of water, and (5) wire-wrapping. The
operator has been provided with (1) stereo vision V, (2) vision and force feedback VFF, and (3) vision
and active compliance VAC. Active compliance is has been used as assistance to direct teleoperation
in addition to indexing and scalability tools. A dynamic mapping of operator hand motion and force
to a task-oriented tool point has been used to reduce operator cognitive load and task time. Scheme
V allowed to complete the above tasks but resulted in the largest contact forces and task times as
compared to VFF and VAC. In contact centric tasks, like insertion, VAC noticeably outperforms V
and VFF and provides task quality control. In multi-objective tasks, like assembly, VAC and VFF
are closer in peak and average force as well as in task times. However, VFF has variable delivery as
it depends more on operator skills. Button-controlled indexing and scalability proved to be the most
frequently used tools. Scalability was useful to operate in a 30:1 scaled down space as well as a linear
dimension blocking tool. Force feedback and active compliance are critical tools for extending human
eye-hand motion coordination and dexterity to remote work in hazardous, hostile, un-accessible, and
small-scale environments. To augment teleoperation a master arm-driven graphical tool is proposed
for composing compliance mechanisms that can be dragged, attached to a tool point, and activated
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to ease man-machine interfacing.
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