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Introduction 

Massively parallel computing has obtained prominence through advances in implementing 
massive multithreading and recent improvements in its programming. Recent development in 
Graphic Processing Units (GPUs) has opened a new challenge in harnessing their computing 
power as a new general purpose computing paradigm. Strong implications are expected on 
computational science and engineering, especially in the area of discrete numerical simulation.   

Modern GPUs use multiple streaming multiprocessors (SMs) with potentially hundreds of 
cores, fast context switching, and high memory bandwidth to tolerate ever-increasing latencies to 
main memory by overlapping long-latency loads in stalled threads with useful computation in 
other threads. The Compute Unified Device Architecture (CUDA) is a simple C-like interface 
proposed for programming NVIDIA GPUs. However, porting applications to CUDA remains a 
challenge to average programmers. CUDA places on the programmer the burden of packaging 
GPU code in separate functions, of explicitly managing data transfer between the host and GPU 
memories, and of manually optimizing the utilization of the GPU memory. 

In this research we propose to develop a software tool for restructuring C-like loops into 
optimized CUDA kernels. For this we propose to identify the GPU constraints for maximum 
performance such that the memory usage (global memory and shared memory), number of 
blocks, and number of threads per block. In addition we propose to (1) identify the condition for 
maximizing utilization of the GPU resources, (2) establish the relationships between the 
influencing parameters, and (3) develop a method for finding possible tiling solutions with 
coalesced memory access that best meets the identified constraints. Based on the above, we will 
design a restructuring tool for optimizing performance of CUDA programs. In the evaluation, the 
above software tool will be used to parallelize the 2-D/3-D Fluid Flow simulation based on the 
Navier-Stokes Equations for fixed boundary conditions. Obtained performance will be compared 
to others’ contribution. 

   The above restructuring tool will greatly simplify programming for the best performance of 
GPU which will contribute to the spreading of the use of GPU supercomputing applications, 
scientific computing, and more generally the applications of information technology. This 
research will build sufficient know-how and state-of-the-art tools for the efficient programming 
of GPUs. This research will stimulate a long-term interest in the research and development of 
programming massively parallel computers and their applications especially in the Oil and Gas 



industry. Specifically, the research outcomes will serve the graduate research program and the 
industry in the kingdom of Saudi Arabia.  

Our proposal is to develop software tool to ease the process of writing efficient parallel 
programs and to use the tool to parallelize the 2-D Fluid Flow simulation based on the Navier-
Stokes Equations for fixed boundary conditions. We want to build the expertise and the know-
how that will lead to efficiently writing parallel code for scientific simulators. 

This research is also about establishing a Massively Parallel Computing Laboratory (MPCL) 
at KFUPM that will serve the graduate research program in Computer Engineering (COE), 
Information and Computer Science (ICS), and Mechanical Engineering (ME) at KFUPM. This 
research will increase the awareness of Massively Parallel Computing among faculty, graduate 
students, and research assistants at KFUPM. 

This research falls under the Saudi national plan of strengthening the sector of information 
technology, its track on High Performance Computing, and directly addresses its sub-tracks (1) 
Supercomputing architecture & software and (2) Computer simulation. Our proposal is to 
develop a restructuring tool to ease the process of writing efficient CUDA programs and to use 
the tool to parallelize the 2-D Fluid Flow simulation based on the Navier-Stokes Equations.  We 
want to build the expertise and the know-how that will lead to efficiently writing parallel code 
for scientific simulators to serve the graduate research program and the Oil and Gas industry in 
the kingdom of Saudi Arabia.  

Research Summary 

Massively Parallel Computing is gaining ground in high-performance computing. CUDA (an 
extension to C) is most widely used parallel programming framework for general purpose 
Graphic processing Units (GPUs). However, the task of writing optimized CUDA programs is 
complex even for experts. We are proposing to develop an automatic restructuring tool to 
optimize CUDA programs for computational science and engineering applications with 
following features:   

 Identifying the condition for maximizing utilization of the GPU resources and 
establishing the relationships between the influencing parameters.  

 Developing algorithms that explore possible tiling solutions with coalesced memory 
access and resource optimizations that best meet the identified restructuring 
specifications. For this we will tailor the GPU constraints to achieve maximum 
performance such as the memory usage (global memory and shared memory), number of 
blocks, and number of threads per block. A restructuring tool (R-CUDA) will be 
developed to enable optimizing the performance of CUDA programs based on the 
restructuring specifications.  

 Building a 2-D Fluid Flow simulator based on the Navier-Stokes Equations for fixed 
boundary conditions. The simulator code will be optimized using the above restructuring 
tool to expose maximum data parallelism in dense and sparse linear algebra solvers.  



 Extensive testing of the tool using benchmarks from the LAPACK – BLAS library such 
as DGEMM, SGEMM, CAXPY and check for correctness.  Also the use of profiling 
tools such as CUDA Visual Profiler, Parallel Nsight, TotalView to verify the 
restructuring specifications. The simulator will be tested and validated using typical test 
cases. 

The major outcomes of this research are: 1) an automatic restructuring tool for optimizing the 
performance of CUDA programs focusing on dense and sparse linear algebra solvers, (2) an 
optimized 2-D Fluid Flow simulator based on the Navier-Stokes Equations for fixed boundary 
conditions, and (3) a research lab in Massively Parallel Computing and a graduate course in 
Computational Science and Engineering.   

Our proposal is to develop a restructuring tool to ease the process of writing efficient CUDA 
programs and to use the tool to parallelize the 2-D Fluid Flow simulation based on the Navier-
Stokes Equations.  We want to build the expertise and the know-how that will lead to efficiently 
writing parallel code for scientific simulators to serve the graduate research program and the Oil 
and Gas industry in the kingdom of Saudi Arabia.  
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