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ABSTRACT

The Internet is an interconnection of autonomous systems (ASes) that are mostly controlled by Internet service providers
(ISPs). ASes use Border Gateway Protocol (BGP) to communicate routing information in the form of reachability paths.
However, BGP does not guarantee that the advertised reachability paths will be exactly followed. As a result, traffic belong-
ing to a specific network can be intentionally dropped as it is routed by BGP through a malicious ISP; a behavior we define
as Internet access denial. The impact of Internet access denial, especially when performed by higher-tier ISPs, is signifi-
cant. In this work, network address translation (NAT) is used as a solution to overcome the Internet access denial problem
by hiding the traffic identity. The proposed solution is scalable to fit large networks, by using pools of IP addresses across
several NAT routers. Moreover, the proposed solution addresses the server reachability problem that is associated with
NAT routers by introducing a novel approach. The performance degradation of introducing NAT is significantly small
as shown by our experiments’ results. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The Internet is a result of interconnecting numerous auton-
omous systems (ASes). An AS is a network that is under a
single administrative control. Most ASes are operated by
Internet service providers (ISPs). ISPs are loosely classi-
fied into 3 tiers, on the basis of their size and interconnec-
tions. Tier-1 ISPs own large networks that cover one or
more than one continent, and they form the Internet core.
Tier-2 ISPs are smaller networks that mostly cover one or
few countries. Tier-3 ISPs are the smallest, covering a
country or a metropolitan area of a country. Tier-3 ISPs
provide Internet service to end users and connect to one
or few larger ISPs for the delivery of their customers’ traf-
fic to destinations outside their networks. Higher-tier ISPs,
that is, tier-1 and tier-2 ISPs, carry not only traffic that
belongs to their networks, but also traffic that is originated
from or destined to one of the networks that they are
connected to. Thus, packets that are sent from one end-user
to another are carried over multiple different tier ISPs.

Autonomous systems are interconnected using inter-
domain routing protocols. Border Gateway Protocol
Copyright © 2012 John Wiley & Sons, Ltd.
(BGP) is the dominant inter-domain routing protocol in
the Internet. Hence, BGP is the inter-AS routing protocol
that interconnects ISPs. It provides routing information as
a set of IP address subnets (known as prefixes) and reach-
ability information related to each prefix. Routes in BGP
are described as a sequence of ASes that traffic will traverse
to reach its destination.

Border Gateway Protocol suffers from many security
weaknesses [1]. Many vulnerabilities in the design of
BGP have become increasingly critical as the Internet has
grown. One of the issues with BGP is the inability to
control how traffic is routed through ASes. The received
prefix reachability paths can only be considered as
“promises.” There is no way to ensure that traffic will actu-
ally be routed through these paths. Practically, routers may
provide the list of ASes that propagated the BGP update
messages, which are not necessarily the same as the list
of ASes traversed by data packets [2]. BGP allows the
network to control only which neighbor AS will receive the
packet but not how that neighbor AS, or any other AS in the
remainder of the path, will handle that packet. Moreover,
many networks use load-balancing and multihoming
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techniques to distribute traffic over multiple links. Thus,
the traffic may go through different paths other than the
advertised ones and may go through ASes that the traffic
originator is not aware of.

This issue does not normally affect the delivery of traffic
as packets will eventually reach their destinations regardless
of the used path. However, many security concerns are raised
because of this behavior. Packets may go through ASes that
the traffic originator is unaware of as they do not appear in
the AS path. The presence of a malicious ISP in any path
to the destination results in the potential risk of routing the
packets through that malicious ISP.

A malicious ISP can, for example, monitor, record, or
even modify packets that are routed through it, performing
man-in-the-middle attacks. It may also blackhole the traffic
that belongs to a specific network (referred to as the victim
network), that is, drop all the packets originated from or
destined to the victim network. Hence, it denies providing
routing services for that particular network, preventing it
from accessing many destinations, namely the ones that
are reachable through paths that go through the malicious
ISP. Accordingly, we define Internet access denial by
malicious ISPs as the process of filtering transit traffic to
drop packets that belong to a specific network. Figure 1
illustrates how Internet access denial by a malicious ISP
results in unreachability of the destination servers. As
shown, the malicious ISP between the source and the
destination routes packets from networks 1 and 2 normally
but performs Internet access denial on network 3 traffic by
dropping packets that carry network 3 addresses. In this
case, network 3 is unable to reach the destination host.

The idea of malicious higher-tier ISPs seems unlikely at
first because ISPs that perform Internet access denial are
risking their reputation, and eventually their business, as
they will lose customers. However, there are several reasons
that may force an ISP to become malicious and perform
Internet access denial against a specific organization or coun-
try. For example, Internet access denial can be driven by
political motivations as governments may force ISPs to
block Internet access to a specific region or country in an
attempt to establish an Internet embargo on that specific
Figure 1. The presence of a malicious ISP in the path
region. Recently, many large services and networks have
been attacked for political motivations. On December
2009, Gmail, for example, had many attacks targeting e-mail
accounts of Chinese human rights activists [3]. Twitter, a
popular social network, has also been attacked during 2009
by hackers from Iran [4]. Another prime example of political
motivations of a service provider to deny Internet access to
an organization are the recent attempts by many govern-
ments to pressure service providers to block access to
WikiLeaks [5]. These types of attacks are driven by political
forces. Moreover, ISPs’ routers may be hacked by attackers
and reconfigured to drop traffic, which causes Internet access
denial. Although the latter case might be temporary, it still
has an impact on the victim network. Moreover, malicious
BGP path advertisements can redirect traffic to malicious
ASes, an attack technique known asBGP hijacking [1]. Such
an attack has actually taken place many times in the past,
where an AS, mistakenly or intentionally, advertises BGP
routes to prefixes that do not belong to it, and hence redirect
all the traffic towards that AS [6].

In this paper, we tackle the problem of Internet access
denial by malicious ISPs. Section 2 describes the problem
causes and implications in more details. Section 3 provides
a summary of related work on Internet access denial and the
potential solutions. In Section 4, we describe how network
address translation (NAT) can be adapted to provide a trans-
parent solution for Internet access denial. We then evaluate
the performance of the proposed NAT-based solution in
Section 5. In Section 6, we discuss the limitations that the
proposed solution raises and how they can be handled.
Finally, we conclude the paper in Section 7.
2. INTERNET ACCESS DENIAL BY
HIGHER-TIER ISPs

Most of the ASes that form the Internet core are owned by
tier-1 and tier-2 ISPs. Internet traffic, sent from a host on
one network to a destination on a different network, is
likely to go through multiple ASes, of which one or more
is a higher-tier ISP.
of packets results in destination unreachability.

Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec



NAT-based solution to Internet access denial by higher-tier ISPsM. Abu-Amara et al.
As stated in Section 1, we define the Internet access
denial by malicious ISPs to be the process of filtering
transit traffic for the purpose of dropping packets that
belong to a specific victim network. The malicious ISP
configures its routers to drop, or blackhole, some or all
the traffic that is originated from or destined to one or more
IP prefixes of the victim network. We assume that the
malicious ISP will use the network-layer information
(i.e., source and destination IP addresses), to determine if
a packet belongs to the victim network. Malicious ISPs
can perform Internet access denial on any IP address
blocks, ranging from a single host to an entire country.

The impact of Internet access denial depends on the
location, size, and connection topology of the malicious
ISP. Lower-tier ISPs can only cause Internet access denial
if they exist in the route of the traffic, whereas higher-tier
ISPs may have a larger impact.

Because tier-3 ISPs do not act as transit for other net-
works, they only carry traffic that belongs to their networks.
Therefore, a malicious tier-3 ISP can only block access to its
own network. Hence, the impact of this type of ISP is limited
to only a small set of hosts and services. On the other hand,
malicious higher-tier ISPs can have more impact as they
can block not only traffic that belongs to their networks,
but also all other traffic that passes through them in transit.
For example, a malicious tier-2 ISP blocks access to its
own network and to all its customer ISPs’ networks. Further-
more, Internet access denial by tier-1 ISPs presents a more
critical problem. Amalicious tier-1 ISP can isolate the victim
network and block it from accessing a large portion of the
Internet. Because of the major impact that a malicious
higher-tier ISP can cause, solutions to the Internet access
denial problem should be studied and deployed. Figure 2
shows a simplified network of ISPs of different tiers and
how Internet access denial by higher-tier ISPs results in a
larger inaccessibility to other parts of the network.
3. RELATED WORK AND
SOLUTIONS

3.1. Internet unavailability

The growing importance of the Internet has motivated
many studies on the Internet resilience against different
Figure 2. Impact of Internet access denia
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types of outages, failures, and attacks. Internet unavailability
takes place as a result of either accidental or malicious
causes. Hardware and/or software failures, misconfigura-
tion, and traffic congestion are non-malicious activities
that may cause Internet unavailability. Many solutions
have been proposed to address these issues in the physical,
routing, and application levels [7–10].

Malicious activities that may cause Internet unavailabil-
ity include denial-of-service (DoS) attacks, security
breaches, terrorist attacks, intentional hardware failures,
and deliberate Internet access denial by service providers.
Most of the research that has been done in this area targets
DoS attacks and security breaches [11–14]. Only few
research efforts targeted terrorist attacks and intentional
hardware failures [15,16].

Internet access denial takes place when two conditions
are met: packets are routed through a malicious ISP, and
the malicious ISP drops these packets. Hence, the Internet
access denial problem can be resolved by eliminating one
or both of these conditions. Therefore, two classes of
solutions can be considered: solutions to control the traffic
path so that it does not pass through the malicious ISP and
solutions to prevent traffic from being dropped by the
malicious ISP by concealing the traffic identity.
3.2. Controlling the traffic path

The first class of solutions to the Internet access denial
problem depends on preventing the traffic from being sent
through the malicious ISP. Although BGP provides reach-
ability information that includes the AS path, it does not
allow a network to control the actual routing path of its
traffic. A network can only select which neighbor ASes
will route its packets but does not know how that neighbor-
ing AS is going to handle them.

Controlling the outgoing and incoming traffic requires
modifications or adjustments of the routing protocols.
Source routing [17], which allows the traffic originator to
specify the path its traffic will travel through, is a solution
to control the outgoing traffic so that it avoids the mali-
cious ISP. However, the existing Internet protocols do
not implement this type of routing. Modification of BGP
is needed at all routers in the Internet to achieve this type
of traffic control.
l by different tiers of malicious ISPs.
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Quoitin et al. [18] proposed BGP tuning, which con-
trols incoming traffic by using some techniques to influ-
ence the path selection process of remote ASes. Three
techniques were presented: AS-path prepending, where
the length of the advertised AS paths is reduced to present
it as a shorter path; prefix splitting, where the advertised IP
prefix is disaggregated into a set of smaller IP prefixes to
lead remote routers into selecting it as the longest prefix
match; and the use of community, where remote cooperat-
ing routers use the community field in the BGP advertise-
ments to identify the preferred paths.

Virtual peering, also proposed by Quoitin [19], is a
technique to control incoming traffic by using multi-hop
BGP sessions. Remote ASes establish virtual-peering
tunnels to control the traffic destined to the local AS. This
solution is not scalable as it requires all remote ASes to
implement virtual peering and establish tunnels for all
communications.

Virtual transit, proposed by Mahmoud et al. [20], is a
modification of virtual peering. The introduced difference
is that remote ASes advertise the virtual-peering tunnel
reachability information to their neighbor ASes allowing
them to use the same established tunnel to transmit traffic
to the local AS. Virtual transit has better scalability than
virtual peering as only a portion of Internet ASes need to
implement it.

3.3. Hiding traffic identity

The other class of Internet access denial solutions is based
on hiding traffic identity from the malicious ISP so that it
does not identify the traffic’s origin or destination. These
techniques use IP addresses that are different from the
blocked ones. Therefore, the malicious ISP will be misled
into routing the traffic without filtering it.

One solution is to change the IP addresses of the victim
network to different ones. The victim network can just reg-
ister a new IP block and use it instead of its current one.
This, however, only provides a temporary solution as the
malicious ISP can easily detect the new IP block and will
simply block it again. Hence, this solution is not robust.

Network-layer encapsulation and tunnels are other
methods of hiding the identity. Traffic is carried through
a tunnel created between the two tunnel endpoints. First,
packets are routed as usual until they reach the first tunnel
endpoint. At the first tunnel endpoint, each packet is
encrypted (optionally) and encapsulated, as payload, into
another packet, and then sent to the other tunnel endpoint.
The intermediate routers will only see the two tunnel ends
as the source and destination addresses. Packets then are
decapsulated at the other endpoint of the tunnel and sent
to their destination.

There are many tunneling protocols, such as IP-in-IP
[21], Internet Protocol Security (IPSec) [22], and Generic
Routing Encapsulation [23]. Additionally, anonymous
routing protocols, such as Onion Routing [24], Cashmere
[25], Crowds [26], and Hordes [27], provide means to
hide the content of the packet, as well as the identities of
the source and destination, from the routers that carry
the traffic.

Implementing tunneling as a solution to bypass Internet
access denial requires at least two cooperating networks as
the endpoints of the tunnel [28]. One of them should be
located before the malicious network in the route path,
and the other is located after it, so that the tunnel is estab-
lished through the malicious ISP. Although this solution is
highly reliable once deployed, it does not work if no coop-
erating networks are found before and after the malicious
ISP, such as the case of stub malicious networks. It also
does not work when the destination host is within the
malicious network. Moreover, the use of anonymous rout-
ing protocols as a solution for Internet access denial results
in a very high performance degradation [24,29].

Network address translation [30,31] is a technique that
allows a large number of hosts to use a small set of IP
addresses to communicate with other hosts on the Internet.
A NAT router separates the network into two subnetworks,
a private network, where the hosts are given private IP
addresses, and a public network, where the NAT router is
connected to the Internet using its public IP address.

Network address translation can be used as an identity-
hiding technique, by using a set of non-blocked IP
addresses as the NAT’s external IP addresses. All traffic
will then use these non-blocked IP addresses when it is
sent through the Internet. The solution that we adopt in this
paper is based on using NAT as an identity-hiding tech-
nique at the gateway level of the victim network.
4. NAT-BASED SOLUTION FOR
INTERNET ACCESS DENIAL

Network address translation is a technique that enables a
number of hosts to use the same public IP address to con-
nect to the Internet. It was first proposed by Paul Francis
[31] as a temporary solution for the IPv4 address exhaus-
tion problem. As stated in Section 3, a typical NAT
network consists of a private network and the external,
public network, through which the NAT router is
connected using a public IP address. The NAT router and
the private network behind it appear to the Internet as a
single host, with a single public IP address. Together with
its main purpose of extending the IP address space, NAT
also provides a level of security for the private network
by hiding its internal addressing structure and topology.

Network address translation can be used as an identity-
hiding technique to bypass Internet access denial. The
victim network uses NAT routers as gateway to connect
to neighboring networks and use a set of non-blocked IP
addresses as the NAT routers’ external public IP addresses.
These addresses are not part of the IP ranges registered to
the victim network; they are obtained from a neighboring
network. The outgoing packets, therefore, will not be
blocked by the malicious ISP as they will not be recog-
nized as part of the victim network.
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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Figure 3. Extended NAT solution design using a pool of public
IP addresses.
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4.1. Adapting NAT as a solution to Internet
access denial

Implementing the NAT solution requires setting the gate-
way routers to use NAT to translate all traffic into the
non-blocked public IP addresses. Once NAT is enabled
and configured properly, clients within the victim network
can send requests and receive responses. Even if traffic
passes through the malicious ISP, it will not be recognized
as traffic that belongs to victim networks, and the mali-
cious ISP will route it normally through its network.

The non-blocked public IP addresses that will be used
by the victim network can be obtained through different
means. For example, IP addresses from a neighboring net-
work or country could be leased privately. This prevents
the malicious ISP from identifying the origin of traffic. It
is important that the records of these IP addresses are kept
pointing to their original network, rather than the new
network, to avoid being exposed to the malicious ISP.
We assume that the malicious ISP will only block the IP
addresses of the victim network and will not attempt to
track or identify the source of the traffic that uses the
new IP addresses as long as these addresses are not point-
ing to the same victim network.

Although entities in the private network behind NAT
are recommended to have IP addresses from the reserved
private address blocks, they can still work with different
IP address blocks if the NAT routers are configured
properly. Therefore, for the NAT solution to Internet
access denial, entities within the victim network, including
hosts and routers, do not need any modifications to adapt
with this solution. The only modification needed is at the
gateway routers. NAT can be set in the existing gateway
routers, or dedicated NAT routers can be used as a layer
between the private network and the gateway routers.

As stated earlier, hosts and routers in a typical NAT
setup are assigned private IP addresses from the reserved
private IP blocks. However, in our proposed solution, we
keep the existing IP addressing without changes. NAT
routers can be set such that they recognize the internal IP
address blocks as private addresses, and the translation is
carried out between the internal IP blocks and the external
public IP addresses.

There are many advantages to keeping the same IP
addresses. The NAT solution would be transparent to the
clients within the victim network as they do not have to
make any changes in their networks. Moreover, local
Domain Name System (DNS) servers do not have to update
their records with private IP addresses because no changes
are made internally. In addition, keeping the same
addresses would prevent addressing conflicts in case that
there are existing NAT networks within the victim net-
work, an issue that many NAT networks suffer from [32].

4.2. Solution scalability

Because the proposed NAT solution is meant to solve the
Internet access denial problem, the victim network can
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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range from a small LAN to an entire country or region.
Therefore, the deployed solution must be scalable to fit
the size and requirements of the victim network.

For a small network, a single NAT router with an external
IP address is used. The NAT router is used to connect to the
Internet, and all the traffic is translated into its public IP
address. As the size of the private network increases, scal-
ability issues start to appear.

The first issue is the limited number of possible port
mappings. NAT maps each session to a single external port
number. The tuple of source IP:Port and destination IP:
Port is used to map subsequent traffic to the same external
port number. Transmission Control Protocol (TCP) and
User Datagram Protocol (UDP) use 16-bit port numbers,
providing 65 536 ports. Ports from 1 to 1023 are called
the “well-known ports” as they are reserved for specific
applications by the Internet Assigned Numbers Authority
(IANA), and they should not be used as source ports.
Hence, a NAT router can map up to 64 512 sessions at
the same time with a single external IP address. If there
are more connections coming from the private network to
the router, it may not be able to serve them as there are
no more available ports. This issue can be resolved by
using a pool of public IP addresses instead of using a single
public IP address. Adding public IP addresses increases the
available ports exponentially because every added address
provides the complete port space to be used for mapping.
Figure 3 shows the extended network where the NAT
router uses an IP pool, 3.3.4.0/28 for example, which
consists of 16 public IP addresses, from 3.3.4.0 to 3.3.4.15.

Other NAT scalability issues include memory, band-
width, and processing requirements. For each NAT map-
ping, an entry is added to the NAT table. Because a NAT
router can map up to 64 512 sessions at the same time with
a single IP address, that many NAT entries are expected to
be in the NAT table.

A NAT table entry requires about 160B [33]. There-
fore, a fully utilized NAT table with 64 512 entries would
require a little less than 10MB of memory, which repre-
sents a small portion of the available memory in routers
nowadays. Hence, the growth of the NAT table is not an
issue when a single public IP address is used. However,
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the use of pools of public IP addresses will significantly
increase the required memory. For example, the NAT table
resulting from the full mapping of a pool of 16 IP
addresses would require 160MB, which is considerably
high. Therefore, router memory may become a limitation
on the design. Moreover, the NAT router has a limited
processor power such that it may not be able to handle that
much traffic. Bandwidth and processor limitations need to
be considered as well.

To resolve these issues, load-balancing can be used by
adding more NAT routers at the gateway level. Each
NAT router handles a portion of the private network and
has its own pool of IP addresses, as shown in Figure 4.
This method provides large scalability of the solution
because more NAT routers can be added as needed.

The partitioning of the internal network can be carried
out based on the physical topology. The private network
is partitioned into a number of subnetworks, and each sub-
network uses its own NAT router to translate traffic. For
example, if NAT solution is to be implemented on a country
level, the country’s network can be partitioned by ISPs. Each
ISP is a subnetwork that is connected to the higher-tier ISP
with the use of one or more NAT routers.
5. PERFORMANCE EVALUATION

Enabling NAT in a router introduces a computational over-
head that, theoretically, affects performance. NAT per-
forms a number of added operations on packets. For each
packet, the NAT router changes the IP address of the
source (or destination, for incoming packets) and replaces
the source and destination ports. The router also performs
NAT table lookup to find a matching entry, and if none
is found, it adds a new entry. TCP packets have a packet-
checksum in their TCP header, which also needs to be
recomputed after the IP address and port translation.

However, many router vendors suggest that the extra
delay added by enabling NAT is very small and negligible
because routers are designed to minimize the NAT computa-
tional overhead [34]. NAT may even have zero impact on
performance, as some routers, such as Juniper’s SSG500
[35], are designed using session-based architecture, where
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Figure 4. Extended NAT design using load-balancing over a
number of NAT routers.
the router keeps track of complete connection sessions and
is aware of the packet’s transport-layer information. Never-
theless, in the following three subsections, we evaluate the
effect of NAT on network performance by first modeling
the NAT processing overhead, then describing the simula-
tion setup, and finally presenting the simulation results.
5.1. NAT processing overhead

Most popular network simulators, such as OPNET [36]
and ns-2 [37], do not consider NAT processing delay in
their simulations [38]. In order to correctly evaluate the
performance of NAT, a correct delay model of NAT needs
to be implemented in the simulator.

Clark et al. [39] studied the overhead of TCP. They
measured the computational overhead done at the transport
layer, such as TCP checksum computation, and memory
read and write accesses. They concluded that the TCP
overhead is very small and it is not the source of proces-
sing overhead. The overall overhead per packet does not
exceed a fraction of a millisecond.

Network processors have significantly been developed
over the last 2 decades, and the measured TCP overhead
would be even smaller by now. NAT computational over-
head is somehow similar to the TCP overhead, as both are
in the transport layer, and they have similar computations,
such as the checksum calculation. Hence, it is possible to
approximate the NAT delay to the measured TCP overhead.

Ramaswamy et al. [38] have studied the network pro-
cessing delay that packets experience. They estimated that
on a 1-Gbps network, the processing delay of complex
packet modifications, including NAT, firewall, and IPSec
encryption, is 1000 ms. They modeled a simplified network
processor to measure the end-to-end delay that a single
packet experiences. They did not consider the effect on
the overall throughput, as routers are designed to improve
performance by processing many packets in parallel using
multi-core processors, and the processing overhead would
have a significant effect only on the end-to-end delay of a
single packet.

Although the study performed by Ramaswamy et al.
[38] shows that processing delay is not very small, we still
can consider it negligible for the NAT-based Internet
access denial solution. The reason is that the measured
delay is much smaller than the Internet delay, which ranges
from tens to hundreds of milliseconds. Also, Ramaswamy
et al. measured delays that included not only NAT, but also
more complex operations such as encryption and firewall.
Hence, the NAT delay is only a small portion of the mea-
sured processing delay. Moreover, routers process traffic
with high level of parallelism and pipelining. This hides
the processing delay for a flow of packets.

Therefore, the NAT processing delay is expected not to
have any significant impact on the performance of the
network, as long as the same network resources are avail-
able. Nevertheless, in order to evaluate the impact of
implementing the proposed NAT solution on the network,
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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simulations are performed using OPNET Modeler network
simulator [36].

The objective of the simulations is to compare the
network performance before and after implementing the
NAT solution. The used performance metrics are end-
to-end delay, traffic throughput, and packet drop rate.
Different applications are tested under different traffic loads.

We select to simulate the range of NAT delay values
between 10 and 250 ms. In reality, the range for real routers
is between 10 and 50ms. The remaining range, that is, from
50 to 250 ms, does not reflect the real routers’ performance.
It is simulated only to see the effect of high processing
delay on performance.

5.2. Simulation setup

The simulated network is shown in Figure 5. It consists of
two networks, local and remote. Each network consists of a
local area network (LAN) and a gateway router. NAT is
enabled in the local network’s gateway router. An IP
cloud, representing the Internet, is connecting the two
gateway routers.

The local and remote networks are set to 100-Mbps
Fast Ethernet networks. Each network has 10 connected
hosts that will serve as clients and servers for each applica-
tion. The gateway routers are based on the generic router
model in OPNET. It supports many protocols, including
BGP and NAT. Both routers are connected to the central
Internet cloud using DS-1 links, providing a data rate of
1.544Mbps.

Two applications are simulated: File Transfer Protocol,
which runs over TCP, and video conferencing, which runs
over UDP. Each application is simulated under three traffic
scenarios: low, medium, and high traffic. The low-traffic
scenario uses 25% of the available link’s bandwidth, which
is about 380 kbps. The medium-traffic scenario uses 50% of
the bandwidth (about 770 kbps). The high-traffic scenario
utilizes 75% of the bandwidth (about 1200kbps). These
scenarios are selected to evaluate the performance of NAT
under different traffic loads. Each simulation is run five
times, and the average of the five results is taken. Perfor-
mance is evaluated for the following metrics: end-to-end
delay, traffic throughput, and the packet drop rate.

5.3. Simulation results

Each simulation measures the end-to-end delay. End-to-end
delay refers to the amount of time that a packet takes to travel
Local Gateway
Router
(NAT)

InternLocal Network

(One or m
malicious

Figure 5. Simulated scenario to measure the ef
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from the client to the server and includes the transmission
times, the queuing delays, and the added NAT delay.

The effect of NAT delay on the total end-to-end delay
for UDP and TCP traffic can be seen in Figure 6. The
figure shows the end-to-end delay for low, medium, and
high traffic, with and without NAT, versus the simulated
NAT delay. When NAT is not enabled, the NAT delay is
not taken into consideration, and the end-to-end delay is
constant. However, when NAT is enabled, the delay that
packets suffer to reach the destination increases linearly.

The added NAT delay is suffered by every packet that
passes through the router. Because OPNET does not reflect
the parallelism and pipelining that actual routers have, the
simulated router is modeled as a G/D/1 queuing system.
Hence, the delay suffered by an arriving packet is N� t,
where N is the number of packets in the system, and t is
the processing time. An added NAT delay of Δt will result
in increasing the processing time to N� (t+Δt) =N
t+NΔt. Hence, the increase of Δt causes a linear increase
of the processing time by NΔt.

The relative increase of the end-to-end delay for UDP
and TCP traffic is shown in Figure 7. The relative increase
is computed as (DelayNAT –DelayNoNAT) /DelayNoNAT. It
can be noted that for small NAT delays, specifically below
100ms, the effect of NAT does not exceed 0.1% of the total
end-to-end delay. Larger values of the NAT delay cause a
relatively higher increase in the end-to-end delay. How-
ever, the maximum delay in the highest NAT delay still
does not exceed 0.45% of the total delay. It can also be
noted that the relative effect of NAT delay is lower when
the traffic is high. This is because higher traffic results in
higher queuing delay, which eventually becomes more
significant than the NAT delay. Hence, the relative effect
of NAT delay is lower.

It can be concluded that NAT does not have any signif-
icant impact on the end-to-end delay. The maximum
increase of the end-to-end delay does not exceed 0.5% in
the worst case when the NAT delay is higher than
200ms, which is an extremely unrealistic scenario. How-
ever, for the reasonable range of NAT delay, which is
between 10 and 50ms, NAT adds very small and negligible
effect on the end-to-end delay.

Throughput is another performance measure that is
evaluated in order to study the impact of NAT on the
amount of transmitted and received traffic. Throughput is
measured as the amount of application traffic sent and
received by the hosts per second. The simulation is set to
measure the throughput at the client side. The same
et Remote Network

Remote Gateway
Router

ore
ISPs)

fect of NAT delay on network performance.



Figure 6. End-to-end delay for UDP and TCP traffic.
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simulation setup is used, where the three scenarios of 25%,
50%, and 75% traffic are simulated, and the NAT delay is
varied between 10 and 250 ms.

For the cases of low and medium traffic, NAT does not
have any effect on the throughput; both scenarios, with and
without NAT, have exactly the same measured throughput.
In the case of high traffic, NAT only starts to affect the
throughput when the NAT delay is very high, that is, more
than 150 ms. Figure 8 shows the throughput for UDP and
TCP traffic for the high load (75%) scenario. The degrada-
tion of throughput is due to the high NAT delay, which
slows down the processing of packets and causes the router
queue to be filled with waiting packets.

The relative decrease of throughput, which is computed as
(ThroughputNoNAT –ThroughputNAT) /ThroughputNoNAT, is
shown in Figure 9. It can be noted that the degradation of
throughput starts earlier in TCP traffic as a NAT delay of
150ms causes a small decrease in the throughput. The maxi-
mum relative decrease is less than 0.3% of the total through-
put, which is insignificant. Nevertheless, in the realistic NAT
delay range, the throughput is not affected at all. We can con-
clude that NAT does not affect the network throughput
except at the extreme cases of high NAT delay, and even in
such cases, the performance degradation is negligibly small.

As for the drop rate, which measures the average number
of packets that are discarded per second as a result of
network congestion, the simulation results show no increase
in the drop rate and, accordingly, were not included in
the paper.

It is clear that NAT does not have any significant impact
on the performance of the network. The performance
degradation that was measured using simulations happens
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec



Figure 7. Relative increase of end-to-end delay for UDP and TCP traffic.

Figure 8. Throughput of high UDP and TCP traffic.

Figure 9. Relative decrease of throughput for TCP and UDP
traffic.
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only when the NAT delay is set to a very large or extreme
value. It is also noticeable that the relative performance
degradation decreases as the traffic increases. This is
because packets will suffer more from the queuing delay
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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than the processing delay as more packets are transmitted.
We can extrapolate this observation to larger networks
with higher levels of traffic as the extra delay introduced
by the NAT solution is going to be negligibly small com-
pared with other delays, such as queuing and end-to-end
delay, that packets may experience.

Therefore, it is concluded that deploying NAT as a
solution for Internet access denial will operate transparently
without any performance drawbacks. As shown earlier, the
solution can easily be scaled for larger networks as well.
6. NAT-BASED SOLUTION
LIMITATIONS AND PROPOSED
SOLUTIONS

The proposed NAT-based solution does not have any sig-
nificant impact on the network performance. Nevertheless,
there are well-known connectivity limitations that NAT
causes. Because the private network behind a NAT router
appears as a single entity to other public hosts, incoming
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connections will use the public IP address of the NAT
router as their destination address. However, the NAT
router will not be able to route the incoming connections
because there is no information on which a private host
should receive this connection. This issue causes two types
of limitations: peer-to-peer (P2P) application connectivity
and server reachability behind NAT. The two types of
limitations and proposed solutions are summarized in
Sections 6.1 and 6.2.

6.1. Peer-to-peer application connectivity

One of the drawbacks of NAT is the limitation of end-to-
end connectivity between hosts. This limitation prevents
P2P applications from working properly. The reason is that
a peer in a P2P network acts as both a client and a server.
NAT only allows connections to be initiated from within
the private network and destined to a host in the public
Internet. Incoming connections are not received by the peer
because there is no way of addressing the peer, as the
private network behind NAT is seen by outsiders as a
single host. This could work for some applications where
the connections are initiated by the peers behind NAT.
However, if the remote peer is also behind NAT, the
problem gets more complicated.

Several research efforts have taken place to resolve the
NAT drawback of limiting connectivity. Different NAT
traversal techniques and protocols were proposed as solu-
tions to this problem. Some of these techniques involve
utilizing the NAT router to map ports or tunnel traffic,
whereas other techniques are more transparent and exploit
the behavior of NAT in order to deliver traffic.

Control-based NAT traversal techniques, such as
Application-Level Gateway [40], Internet Gateway Device
Protocol [41], and Middlebox Communication [42]
provide means for the client to create an external address
mapping on the NAT router. This allows the client to
receive incoming connections that are destined for that
address mapping. Behavior-based techniques, on the other
hand, do not use the NAT router as means of receiving
connections but rather accomplish connectivity by coordi-
nating with the other peer. Examples of these techniques
are hole-punching and relaying. These are used in
many NAT traversal protocols, such as Traversal Using
Relays around NAT [43] and Interactive Connectivity
Establishment [44].

Deploying NAT as an Internet access denial solution
may require P2P applications to use one or more NAT
traversal techniques to be able to function correctly. The
modification of these applications may take place on the
local clients, the NAT routers, and/or the remote clients
on the Internet, depending on the NAT traversal protocol
that is used.

6.2. Private server reachability

Servers on the Internet are addressable using a tuple of
their IP address and port. Hence, any client can reach a
server using this tuple. Normally, servers have public IP
addresses, and thus, they are directly reachable. However,
introducing NAT changes the IP address of the server to
a private IP address, and the server is only seen using the
NAT’s public IP address. Moreover, running multiple
servers for the same service, such as HTTP servers, behind
a single NAT router means that these servers are sharing
the public IP address used by the NAT router. Therefore,
they are all addressable using the same tuple: NAT public
IP address and the service port.

Running multiple servers with a single public IP address
has been used in many Web-server scalability designs.
Web clusters and distributed Web servers are the most
common examples of such designs. Some approaches are
used to run a single website on multiple servers with a
single IP address to achieve load-balancing, whereas other
approaches are used to runmultiple websites on a single server
with one IP address to achieve higher utilization of hardware.

A very common technique to run multiple websites over
a single server with a single IP address is virtual hosting,
which is implemented in most HTTP server applications
[45,46]. This technique uses layer-7 information, specifi-
cally the Host part of the HTTP request headers, to specify
which site is the correct destination for that request [47].
However, the virtual hosting technique does not provide
means for accessing multiple servers, each with a different
private IP address, when the servers are placed behind a
NAT router with a single public IP address.

Web clustering is another technique that is used to allow
a single website to run on multiple servers (or cluster
nodes) with a single public IP address for the purpose of
scalability [48,49]. The distribution of requests over multi-
ple servers is carried out transparently from the client by
using an intermediate router. There are two types of
routing mechanism for Web clusters: layer-4 routing and
layer-7 routing.

In layer-4 routing, the router is content-blind; that is, it
is not aware of the application-layer information such as
the requested page. Therefore, every Web cluster node
has the complete content of the website. The router selects
a node to serve each incoming connection and binds the
selected node with the client address so that subsequent
information are sent to and received from the same node.

On the other hand, layer-7 routing is content-aware.
Hence, it is possible to distribute the content over different
server nodes, where each node can serve a specific type of
content. Requests in layer-7 routing are first accepted by
the router, which reads the application-layer information.
Such a router is also called a Web switch. The Web switch
accepts the TCP connection, receives the HTTP request,
and then decides which server node should handle this
request based on some dispatching policy. The request
then is handed over to the selected node.

6.2.1. Proposed solution for multiple Web servers
behind NAT

As stated earlier, when there are many Web servers
behind the NAT router, then all of them share the same
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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address, that is, the NAT public IP address, and they also
share the same TCP port, the standard HTTP port, 80.
Thus, when the NAT router receives a request for a Web
server behind it, the NAT router is unable to identify the
correct destination for that request as there is no network
or transport-layer information that tells the NAT router
which server is the destination.

The problem, therefore, is that neither network-layer
information nor transport-layer information help in identi-
fying the correct destination of the HTTP request. How-
ever, application-layer information, namely the HTTP
host header, can be used to map a request to the proper
destination website. Hence, the solution that we propose
is based on using a similar approach to the Web clustering
techniques that use layer-7 routing, but on a server-level
mapping, rather than a website-level mapping.

Figure 10 shows the setup for the proposed solution. It
includes the NAT router connected to the Internet with a
public IP address, a number of Web servers in the NAT’s
private network, and a client that is connected to the
Internet and is attempting to access one of the Web servers
behind the NAT router. There are also both public and
internal DNS servers. A Web switch is used to accept the
HTTP request. It can either replace the NAT router, acting
as both a NAT router and a Web switch, or the NAT router
can just forward all traffic destined to port 80 to the Web
switch that is placed in the private network. We assume
that the DNS records of the Web servers are stored in the
public DNS server and that they all point to the NAT’s
public IP address. The clients will use the public DNS
servers to resolve the domain names of the HTTP servers
to their IP addresses (i.e., NAT’s public IP address).

After resolving the server’s name and getting the IP
address, the client initiates a TCP connection to the HTTP
port, 80, of that IP address. The Web switch accepts the
connection and receives the HTTP request. Then, the
Web switch reads the Host header from the received
request and uses the internal DNS servers to resolve the host
name into an IP address. This IP address, corresponding to
the private address of the correct destination server of the
request, is directly accessible by the Web switch because
the Web switch is part of the private network.
NAT Router
& Web Switch

Private Network

Internal
DNS Server

www.beta.com

www.alpha.com

Figure 10. Setup for the solution of multiple We
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After the Web switch has identified the correct Web
server for that HTTP request, it forwards the HTTP request
to that server. Forwarding is carried out using transport-
layer forwarding of traffic, which utilizes a table for
mapping that is similar to the NAT table. We call it a
Web-switch table.

Once the Web switch receives the HTTP request and
identifies the intended Web server, an entry is added to
the Web-switch table that maps the client’s address tuple
(client’s IP address and source port) to the server’s address
tuple (server’s private IP address and destination port, 80
in this case). This table entry is used to forward subsequent
traffic between the client and the Web server until the end
of the HTTP session. Similar to the usual NAT tables, the
entries are deleted after some timeout period, or at the
termination of the TCP connection using a packet with
the FIN flag. Packets are address-translated into local IP
addresses, similar to the way NAT translates them, then
the translated packets are sent to the proper server. It
should be emphasized that only the first packet of each
HTTP session is examined at the application layer. All sub-
sequent packets are address-translated and forwarded at the
transport layer, in a very similar way to NAT forwarding.

The advantage of using this solution is that no modifica-
tions are made to the servers within the private network
placed behind the NAT router. Another advantage of the
proposed technique is that it is transparent to the clients.

6.2.2. Solution scalability
The proposed solution can be applied to a NAT network

of any size. There is no limit on the number of Web servers
behind NAT as long as other resources, such as DNS
servers and bandwidth, are available. The Web switch is
considered the performance bottleneck of the proposed
solution. Hence, solution scalability is based on how the
Web-switch scales.

One approach is to use load-balancing. Incoming
requests are distributed equally over a number of Web
switches that are interconnected with the gateway NAT
router. This design is shown in Figure 11. When a request
is received by the NAT router, it first checks its NAT table
to see if this request has already been mapped to one of the
Client

Internet

Public
DNS Server

b servers behind NAT using a Web switch.
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Figure 11. Load-balancing incoming requests over a number of Web switches.
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Web switches. If no mapping is found, the NAT router
selects one of the Web switches to handle this request, adds
an entry to its NAT table to map the connection with that
Web switch, and then forwards the packets to the selected
Web switch. Note that the processing carried out at this
level is only layer-4 processing; no application-layer data
are processed yet. The selected Web switch accepts the
client’s request and finds the correct server using layer-7
information. It then forwards the request to the intended
server after adding an entry to its Web-switch table.

The objective of the NAT table at the NAT router is to
map Web switches to incoming packets. Subsequent
packets from the same client destined to the same server
should all be processed by the same Web switch. Hence,
the NAT table is used to keep track of this mapping.

The Web-switch table on a Web switch is used to map
packets of the same session together. Once the server is
located using layer-7 information, all subsequent packets
are forwarded directly to the Web server, and all responses
are forwarded directly to the client.

The other scalability approach of load-balancing the
incoming traffic is to utilize round-robin DNS [50]. Entries
in the DNS can have more than one IP address. Thus,
multiple public IP addresses can be associated with the
public DNS entries corresponding to the private network
servers. Hence, after accessing the public DNS to resolve
the server name, the clients will use different IP addresses
to connect to the same server. By placing a number of Web
switches at the gateway level, each with a different public
IP address, incoming traffic will be balanced over the
different Web switches. Figure 12 shows the topology used
to implement this approach.

It is possible to combine both approaches to maximize
scalability. A number of NAT routers can be used at the gate-
way level, each with a different public IP address. These IP
addresses are all used in the public DNS for load-balancing.
Each NAT router is connected to a number of Web switches
that will process layer-7 information and forward the requests
to the intended Web server. This way, load-balancing is
performed at both gateway level and Web-switch level.
6.2.3. Performance evaluation
The proposed solution adds extra overhead to the net-

work and, therefore, has some impact on the performance.
Simulations using OPNET network simulator [36] are used
to evaluate the performance of the proposed solution
for the HTTP servers behind NAT. The objective of simu-
lating the HTTP solution is to measure the impact of im-
plementing the Web server solution on the network
performance. Two metrics are used for measurements:
end-to-end delay between the clients and servers and the
throughput of the sent and received traffic.

6.2.3.1. Modeling of Web-switch delay. The pro-
posed solution requires layer-7 processing of only the first
packet, and subsequent packets are processed at layer-4.
Hence, it can be assumed that the performance evaluation
of NAT is a good approximation of the performance of a
Web switch, except for the layer-7 processing of only the
first packet.

As stated in Section 5, the NAT delay is considered
insignificant. Therefore, the performance impact of the
proposed solution may be affected by layer-7 processing
of the first packet.

In order to measure the effect of layer-7 processing on
the performance, the Web-switch delay is implemented in
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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OPNET network simulator such that it adds an extra pro-
cessing delay for the first packet of a request. Subsequent
packets only suffer from the layer-4 NAT delay, which is
smaller than the Web-switch delay. The implementation
is carried out such that when a NAT table lookup is added,
the packet processing delay is increased by the Web-switch
delay. This is because NAT table entries are only added for
the first packet of every session, which is the same packet
that will have layer-7 processing. The processing time of
all subsequent packets and responses only suffers from a
small extra NAT delay.

6.2.3.2. Simulated scenario. The simulated scenario
is shown in Figure 13. It consists of two networks, private
and remote. Each network is connected to the Internet
through a gateway router. The private network consists of
three Web servers, and the private network gateway is a
Web switch that has the implementation of NAT delay
and Web-switch delay. The remote network consists of a
100-Mbps Fast Ethernet LAN, with 10 hosts that act as
Web clients. The intermediate links, connecting gateway
routers to the Internet, are DS-1 links with 1.544-Mbps
data rate.

The measurements are selected to compare the perfor-
mance of using a normal router, where servers have public
IP addresses, with the use of a Web switch, where packets
suffer an added network address translation and Web-
switch delays. Because all packets that pass through the
Figure 14. End-to-end delay for (a) low W
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Web switch are translated, NAT delay is added to the
processing time. Based on the discussion in Section 5,
the selected simulation NAT delay is 50ms.

It was shown earlier that the degradation of perfor-
mance caused by NAT is very similar for low and medium
traffic. Therefore, we will only simulate two traffic load:
low, where 25% of the DS-1 bandwidth is utilized (about
380 kbps), and high, where 75% of the DS-1 bandwidth
is used (about 1200 kbps).

Because the Web-switch delay is caused by the proces-
sing of layer-7 information, this delay is expected to be
higher than the one caused by NAT for layer-4 processing.
In the simulations, we simulate different scenarios with
varying values of Web-switch delay. Based on the fact that
more complex operations such as firewall and IPSec
encryption have a processing delay that is less than
700ms [38], a range between 100 and 400ms is used as a
Web-switch delay. This delay is only added to the first
incoming packet of the session.

6.2.3.3. Results and analysis. The impact of the
Web switch on end-to-end delay is simulated. Figure 14
(a) shows the simulated end-to-end delay for the low-traffic
load scenario. Note that the solid line in Figure 14(a) refers
to the end-to-end delay when both the NAT router and the
Web switch are not installed, whereas the dashed line
refers to the end-to-end delay when both the NAT router
and the Web switch are installed. It is noticed that a small
eb traffic, and (b) high Web traffic.



Figure 15. Relative Increase in end-to-end delay for Web traffic. Figure 16. Throughput for high Web traffic.

Figure 17. Relative decrease of throughput for Web traffic.
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increase is caused by the Web switch. The effect increases
as the Web-switch delay is increased. About 150 ms of
additional end-to-end delay (i.e., a total of 99.8ms of
end-to-end delay) is measured when the Web-switch delay
is 100 ms, but the additional end-to-end delay increases to
350ms (i.e., a total of 100ms of end-to-end delay) for a
Web-switch delay of 400 ms. There are two factors causing
this increase of the end-to-end delay. First, all packets
require extra processing time because of the added NAT
delay. Second, the first packet of every HTTP session
suffers an extra Web-switch processing delay.

Figure 14(b) shows the measured end-to-end delay from
the client to the server for the high-traffic load scenario.
Similar to the previous scenario, the end-to-end delay
increases when a Web switch is used because of the added
Web switch and NAT delays, which cause all packets to
require extra processing time.

The relative increase in the end-to-end delay, computed
as (DelayWebSwitch –DelayRouter) /DelayRouter is shown in
Figure 15. Although the amount of increase in the end-
to-end delay in high-traffic load scenario is higher than
the amount of increase in the low-traffic load scenario,
the relative increase in the end-to-end delay in high-traffic
load scenario is smaller than the low-traffic load scenario.
The reason is that the processing delay for high traffic
becomes less significant than the queuing delay. Hence,
the relative increase in the end-to-end delay, caused by
NAT and Web-switch delay, is smaller.

We also notice that the maximum increase in the end-
to-end delay in the worst case does not exceed 0.35% of
the total end-to-end delay. This increase does not have sig-
nificant effect on the performance. Hence, we can conclude
that the proposed HTTP server solution has a small, insig-
nificant impact on the end-to-end delay.

The other measure of performance considered is
throughput, which is the amount of traffic received on the
server side. The simulations show no impact on the traffic
throughput in the low-traffic load scenario. However, the
impact starts to appear in the high-traffic load scenario,
as shown in Figure 16. We notice that the throughput starts
to decrease when the simulated Web-switch delay
increases. This is because the added processing delay
causes more packets to be queued in the Web-switch’s
queue. Hence, the amount of transmitted traffic is lower.

The relative amount of throughput decrease caused by
the introduction of a Web switch is shown in Figure 17.
The decrease is computed as (ThroughputRouter–Throughput-

WebSwitch) /ThroughputRouter. We notice that the impact on the
throughput is relatively low; a maximum decrease of 0.2% of
the total throughput is experienced when the Web-switch
delay is as high as 400ms. This decrease is very low and,
hence, can be considered negligible.

The simulation results show that the proposed solution
for HTTP servers behind NAT does not cause any signifi-
cant impact on the end-to-end delay nor on the throughput.
The simulations were performed with the worst-case
scenario parameters, that is, high NAT delay and high
Web-switch delay. Therefore, the realistic implementation
of this solution on hardware would cause even less impact
on the performance. Hence, we can conclude that the
proposed solution has negligibly small impact on the
performance of the network.

We note further that the proposedWeb-switch technique
can be modified to work with other protocols that have
host information in layer-7, such as Simple Mail Transfer
Protocol. However, other types of protocols will still suffer
the limitation of NAT and will not be directly reachable
from the public Internet.
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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7. CONCLUSION AND FUTURE
WORK

This paper introduces the Internet access denial problem
by malicious ISPs and proposes a NAT-based solution that
provides a method of bypassing the Internet denial by
hiding the victim network behind a non-blocked IP
address. The solution is shown to be scalable and has
minimal performance impact on end-to-end delay,
throughput, and drop rate. Although NAT introduces some
connectivity limitations, they can be overcome by using
application-layer routing for server reachability behind
NAT, and NAT traversal techniques for P2P applications.

Future work would include the process of detecting the
existence of a malicious ISP and the use of different
techniques, other than NAT, to bypass the Internet access
denial problem.
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