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Abstract Security of cloud services is of utmost importance
for contemporary cloud providers. In addition to the tradi-
tional malicious attacks that have targeted cloud datacenters
in the past, new and persistent threats have changed the land-
scape of cyber-attacks in recent times. Economic Denial of
Sustainability (EDoS) attacks are one of such variant attack
types with serious implications and consequences. Such at-
tacks exploit the scalability and elasticity characteristics of
the cloud to enforce unwanted resource allocation with the
aim of causing economic losses to the cloud service owner. In
this paper, we present an experimental study to evaluate the
effectiveness of the popular EDoS-Shield technique which
is designed to mitigate EDoS attacks. The effectiveness of
EDoS-Shield is studied in terms of the needed VM compute
resources, response time, and CPU utilization.
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1 Introduction

Cloud computing as a paradigm has fostered rapid conver-
gence of computing resources and centralized and
cost-effective computing resource allotment for organiza-
tions [1]. The global adoption of this paradigm can be at-
tributed to the overall cost-effectiveness for both end users
and corporations. Specifically, the National Institute of Stan-
dards and Technology definition of the cloud computing en-
lists five essential characteristics [2]: on-demand self-service,
broad network access, resource pooling, rapid elasticity or
expansion, and measured service. Many corporations shifted
computing jobs as well as data to the cloud foreseeing the
above-listed advantages. In view of the outsourcing of re-
source allocation and data storage to the cloud, security is a
critical concern that requires careful planning by the cloud
service providers to ascertain a robust and reliable provi-
sion of service [3]. In addition to known malicious attacks
such as Denial of Service and Privilege Escalation that target
traditional datacenters, new and sophisticated attacks have
emerged which are custom build for the cloud.

One of the well-known adversarial attacks against criti-
cal computing resources has been the Distributed Denial of
Service (DDoS) attack wherein the attacker compromises
several machines on the Internet and subsequently triggers
a massive burst of useful network traffic targeting a single
(at times multiple) victim machines, crippling their capac-
ity from providing further service to legitimate clients [4].
In a conventional datacenter, the DDoS attack would inca-
pacitate the core service-providing machines from serving
subscribers thus affecting production and consequently the
overall business. In 2008, Hoff pointed out the economic ef-
fect of a DDoS attack that affects the cloud pricing model
through exploitation of its elasticity property [5]. When a
DDoS attack targets an adopter of the cloud computing tech-
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nology, computing resources will be allocated dynamically
to that adopter without its prior consent. The users, or cus-
tomers, of the cloud computing adopter will be able to con-
tinue to use the services provided by the adopter. However,
the cloud adopter automatically pays for all resources and
thus allocated as a consequence of the requested resources
from the attacker. Such an attack, i.e., Economic Denial of
Service (EDoS), can therefore be defined as a crafted variant
of a DDoS attack that targets the elasticity of the cloud to
cause economic loss [5-7].

While appreciating the extent of loss a cloud provider may
face through an EDoS attack, a robust and effective mech-
anism for mitigating its effects is critical. One of the few
techniques found in the literature for mitigating an EDoS
attack is the EDoS-Shield [6]. As part of our contribution
presented in this paper, we propose a test methodology and
perform an experimental evaluation of the EDoS-Shield un-
der dynamic system and network conditions. Experimental
analysis of EDoS-Shield helps ascertain the effectiveness
of the scheme in defending against EDoS attacks against
deployed cloud resources. The testbed was prepared to ac-
curately represent the EDoS-Shield technique. The addition
of network-based elements to represent individual compo-
nents of EDoS-Shield facilitated acquisition and analysis of
results with a high degree of accuracy. The results obtained
from the experimental testbed are compared with those ob-
tained from the simulation results provided in [6]. Results
obtained from the experiments were at par with expected
outcomes. An extensive analysis is provided on cloud re-
source utilization, EDoS-Shield performance overhead, and
the false alarms generated by the scheme.

The rest of this paper is organized as follows: Sect. 2
reviews related work on EDoS attacks. In Sect. 3, the EDoS-
Shield is elaborated upon. We provide a detailed description
of the experimental testbed setup in Sect. 4. The experimental
methodology is given in Sect. 5. Section 6 presents and dis-
cusses the results obtained from the experiments, and com-
pares these to the simulation results of [6]. The EDoS-Shield
is evaluated in an environment comprising a real-world end
user of the cloud services, in Sect. 7. Finally, Sect. 8 con-
cludes the paper and provides future directions for research.

2 Related Work

Detection of adversarial EDoS attacks against cloud
resources and service providers remains a concern for the
providers of cloud-based services. Very little research has
been reported to address this problem. The mitigation tech-
niques that have been developed to appease the effects of
EDoS attacks are limited in functionality and nontrivial to
realize and deploy. We highlight some of the key proposals
for containing EDoS attacks as reported in the literature.

Springer

Self-verifying Proof-of-Work (sPoW) was presented as
a mitigation technique to block EDoS attacks [8]. sPoW
requires a proof of work (crypto-puzzles) from the clients
before allowing them access to elastic cloud services hosted
on the cloud servers. However, sPoW has a number of disad-
vantages as were discussed in [6]. The key drawback is the
lack of assurance of resource access to legitimate clients, as
the crypto-puzzles would vary in complexity and may pose
unpredictable system behavior.

Saini and Somani [9] focused on mitigating Web site in-
dex page-based EDoS attacks. In their work, they found that
the EDoS attacks have a severe impact when applied to the
index pages of Web sites hosted on the cloud. The authors
designed a mitigation utility called the IPA-Defender which
implements various prevention models proposed by them.
These prevention models were proposed based on an analysis
study on the human Web browsing behavior and through state
model representations of activity representative of typical
Web sessions. The dynamics of such a model entail limited
guarantees on the level of effectiveness of the defender mod-
ule in preventing EDoS attacks.

VivinSandar and Shenai [7] showed how a DDoS attack
is transformed to an EDoS attack against the cloud. They
also surveyed the literature for mitigation techniques against
EDoS and DDoS attacks in the cloud. Finally, they proposed
a security framework for EDoS attack protection. However,
Salah and Kahtani [10] pointed out that this mitigation tech-
nique is inefficient because it is based on merely the deploy-
ment of a traditional firewall for identifying network traffic
anomalies to confirm an attack, without a depth analysis of
the traffic patterns.

Salah and El-Badawi [13] proposed a mitigation tech-
nique for the EDoS attack using an in-cloud scrubber service.
Their solution is provided as one of the services by the cloud
service provider. The solution has two modes of operation,
namely normal and suspected. When the workload of the
Web server is per expectation, the system will operate in the
normal mode. But when the service provider notices that the
traffic directed toward the Web server exceeds an acceptable
threshold, the operation will be switched to the suspected
mode. In this mode, the requests will be sent to a scrubber
server which will subsequently challenge clients with puz-
zles. The scheme proposed is similar to the one in [6], albeit
with added capabilities to detect low-intensity DDoS attacks.

Yu et al. [12] proposed a dynamic resource allocation
strategy to counter DDoS attacks in a cloud computing en-
vironment. In their work, they dynamically allocate unused
resources, as needed, to create several intrusion prevention
system (IPS) instances that block a DDoS attack targeting
a specific cloud adopter, while ensuring quality of service
(QoS) for end users. The authors focused on how to dynam-
ically allocate resources for the mitigation technique. They
validated their work through mathematical modeling.
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Koduru et al. [13] proposed a mitigation technique for the
EDoS attack based on the time spent on a Web page (TSP)
for detecting the attack. The authors discussed that the TSP
for the attack traffic differs from the mean TSP of the traffic
of legitimate users accessing the page. They analyzed the
deviation of the TSP for malicious traffic from the mean TSP
of the legitimate traffic to identify EDoS attacks.

Alosaimi and Al-Begain [14] proposed a mitigation sys-
tem for the EDoS attack based on the EDoS-Shield. Their
mitigation system, namely the DDoS-Mitigation System
(DDoS-MS), improves upon the EDoS-Shield mitigation
technique by decreasing the end-to-end latency perceived by
the end users of the cloud service. In addition to the firewall
and the verifier node components of the EDoS-Shield, the
DDoS-MS also has a client puzzle server, a DNS server, and
several green nodes. The scheme proposed was not tested by
the authors for performance.

Sqalli et al. [6] proposed a solution, namely EDoS-Shield
to mitigate the effects of an EDoS attack. The EDoS-Shield
classifies client requests into whitelists and blacklists based
on the source of the requests, thus confirming whether the
origin of the requests is either legitimate or bot based. This is
achieved using a verifier node which creates and maintains
the white and blacklists. A virtual firewall is implemented
to block all the requests that originate from the blacklisted
sources. This work was expanded by Al-Haidari et al. [15]
to mitigate the attack in case the attacker uses spoofed IP
addresses. The next section provides a detailed elaboration
of the EDoS-Shield scheme.

Al-Haidar et al. [16] proposed an analytical model for
studying the impact of EDoS attacks against single-class
cloud services comprising a single type of application service
at the datacenter. The model itself included three key per-
formance metrics, namely user response time (end-to-end),
computing resource utilization, and the total cost incurred
through an attack. Simulations were carried out to compare
against results obtained from the analytical model derived.

In [17], the authors presented the argument that multi-
tenant physical servers hosting a large number of virtual
machines would be reliant on several components of the
cloud architecture. Through a proposed systemic model of
the infrastructure cloud, the effects of an EDoS attack can be
best quantified. Specifically, the size of the cloud, applica-
tion instances, resource allocation strategies, and the strength
and duration of EDoS attacks are to be considered while set-
ting up the experimental testbed. A detailed analysis on the
effect of variation of the above parameters was studied and
reported.

Masood et al. [18] presented the EDoS Armor mitigation
framework against EDoS attacks. The presented framework
mitigates the EDoS attack effects against e-commerce appli-
cations running on the cloud. Once a client has successfully
authenticated against the cloud services, the framework con-

trols the rate of client request arrival at the server through the
maintenance of a client priority table that records the prior-
ity levels of individual clients. The priority levels vary based
on the request types made by the client, with lower prior-
ity clients made to wait longer for service access. While the
scheme does protect the server resources against the effects
of the EDoS attack, no guarantees on the service times can
be provided to the clients.

3 The EDoS-Shield Mitigation Technique

Figure 1 shows the architecture of the EDoS-Shield mitiga-
tion technique as presented in [6]. The main components of
the EDoS-Shield mitigation technique are the virtual firewall
(VF) and the verifier node (V-Node). The virtual firewall has
two lists of IP addresses, whitelist and blacklist. The whitelist
consists of those source IP addresses which are considered
legitimate. All the requests that originate from these sources
are allowed to pass through the firewall to the cloud adopter
servers. On the other hand, all the IP addresses that are con-
tained in the blacklist are considered malicious, and hence, all
the traffic that arrives from these IPs is automatically blocked
by the firewall.

When there is a request from an unknown source, i.e., its
IP address is not found in the firewall’s lists, the request is
forwarded to the V-Node which subsequently sends a graph-
ical Turing test to the source of this request. If the request
has been issued by a human user, a correct response to the
Turing test is highly likely. In such a case, the V-Node will
add the IP address of the source of the request to the whitelist
of the firewall. Any following requests from this source will
subsequently be considered as legitimate and will be allowed
to pass through the firewall. However, if the request has been
generated by a machine, e.g., bot, the machine will most
likely fail to solve the Turing test. In this case, the V-Node will
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Fig. 1 EDoS-Shield architecture
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add the IP address of the source of the request to the blacklist
of the firewall. Any following requests from this source will
be blocked by the firewall. As an essential outcome of the
graphical Turing test, a clear differentiation between human
and machine users is made by the scheme. The level of dif-
ficulty of the graphical Turing test is kept constant, and the
white and blacklists are not reset anytime during operations
of the cloud provider. However, through intervention of the
provider’s administrators, the scheme can be reinitiated so
that legitimate clients who frequently fail the Turing test are
also considered for inclusion into the whitelist.

The improvements made to the EDoS-Shield as reported
in [14] are elaborated as follows. The first two requests that
originate from a given client are tested to establish the legiti-
macy of the source. The first request is treated the same way
as with the EDoS-Shield. The source IP address is added to
the white or blacklist of the firewall based on the outcome
of the graphical Turing test. The second request will be for-
warded to the client puzzle server if its source IP address
is listed in the whitelist of the firewall, and its time-to-live
(TTL) value matches the acceptable TTL value as stored in
the firewall. Otherwise, the packet will be dropped. For the
second request, a crypto-puzzle will be sent to the client. If
the client passes the test, the puzzle server will send a positive
acknowledgement to the firewall. Thereafter, all subsequent
requests originating from this source will be forwarded to
the DNS server and then to the cloud servers via front-end
servers, which are deployed to shield the cloud servers. This
process verifies the legitimacy of the source. If the source IP
address of the second request is listed in the blacklist of the
firewall, and the TTL value or the timestamp of this request
(or included packets) matches TTL values of packets of the
first request, the firewall will drop this request as well as all
subsequent requests originating from this source. If the TTL
values do not match, the firewall will forward the request
to the verifier node and the legitimacy of the source will be
tested again. The authors improved their mitigation system
in [19].

Considering the infancy of the schemes proposed in [14]
and [19], without any backing through experimental results,

we have proceeded with conducting experiments on the EDoS-

Shield mitigation technique of [6]. The next section discusses
the experimental testbed setup and the steps followed to eval-
uate the effectiveness of the EDoS-Shield in mitigating EDoS
attacks. We subsequently elaborate upon the results collected
from the testbed and do a formal discussion and comparison
with those reported in [6].

4 Testbed Setup

This section discusses the EDoS-Shield mitigation technique
deployment and subsequent evaluation in a laboratory envi-
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Fig. 3 Testbed with the mitigation technique implemented

ronment. Since the main objective of this work is to compare
the results obtained from the experimental testbed to those
obtained from simulation in [6], we prepared the testbed to
be very close to the assumptions made in the simulation. As
a first experiment, the testbed was deployed without the mit-
igation technique in place, in order to study the effect of the
EDoS attack on the cloud resources. Figure 2 shows the archi-
tecture of the testbed before implementing the EDoS-Shield
mitigation technique. The second experiment was an actual
implementation of the EDoS-Shield mitigation technique, so
as to study its effect in blocking the EDoS attack. Figure 3
shows the architecture of the testbed including EDoS-Shield.
The results obtained from the testbed are compared to those
obtained from the simulation in the next section for both
cases. The main components of the testbed for each case will
be discussed in following subsections.

4.1 Cloud Services

The main component of our testbed is the cloud. Citrix’s
CloudPlatform [20] and XenServer [21] were used to de-
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ploy the cloud. The CloudPlatform is a cloud management
software which is responsible for managing the cloud and
its resources. A single physical server was deployed as a
management node on which the Citrix CloudPlatform was
installed. Three physical servers were designated as compute
nodes on which the hypervisor, i.e., XenServer, was setup.
The virtual machines (VMs), or the instances on which the
services provided by the cloud are deployed, were made to
run on these compute nodes. All the VMs are identical small
instances that were created from a single template. This tem-
plate comprises a simple Web server configured with the
CentOS Linux operating system [22]. Apache Server was
used as the Web server to receive client requests, upon suc-
cessfully passing the Turing test for those clients which were
originally blacklisted [23].

4.2 Load Balancer

The load balancer provides for an even distribution of net-
work traffic, i.e., client requests among the active VMs of
the cloud. We implemented the Citrix NetScaler VPX (200)
[24] load balancer, which is a virtual appliance deployed as a
virtual machine on XenServer, on a separate physical server.
NetScaler is configured and managed through the CloudPlat-
form. It is the entry point to the cloud services, and hence,
all the traffic that ingresses or egresses the cloud thus passes
through it. The NetScaler dashboard was utilized for contin-
uous monitoring of experimental activity.

4.3 Traffic Generator

The Apache JMeter HTTP traffic generator [25] was de-
ployed for generating both legitimate and malicious network
traffic. In addition to the basic features that come with JMe-
ter by default, we added the standard set of plugins [26], in
order to customize the client requests generated for deliv-
ery to the cloud service provider. JMeter was deployed on 8
VMs running on the Citrix XenServer, on a separate physical
server.

4.4 Firewall

The firewall is an integral component of the EDoS-Shield,
required for interception and comparison of all arriving re-
quests for cloud resource access. The traffic that arrives from
the whitelisted sources is allowed to access the cloud ser-
vices, whereas the traffic that arrives from blacklisted sources
is dropped. We implemented the Linux IPTables firewall in
our testbed [27]. The firewall was configured to forward all
traffic arriving from suspected 1P addresses to the V-Node.
All legitimate, i.e., whitelisted requests are forwarded to the
load balancer. Both black and whitelists are regularly updated
by the verifier node.

4.5 Verifier Node

The verifier node (V-Node) is deployed as a Web server that
sends CAPTCHA requests to the clients to differentiate be-
tween humans and machines making cloud access requests.
It is also responsible for updating the white and blacklists on
the firewall based on responses received from the CAPTCHA
tests. We implemented the V-Node using the WampServer
[28] installed on a Windows VM running on a separate phys-
ical server. The CAPTCHA was implemented using the code
published in [29].

5 Experiments Methodology

This section describes the methodology applied for the ex-
perimental runs. In the following subsection, we provide the
details of performing the experiments to study the effect of
the EDoS attack on the cloud before using the EDoS-Shield
mitigation technique. Following which, we discuss the ex-
perimental steps executed to evaluate the effectiveness of the
EDoS-Shield in blocking EDoS attacks.

5.1 Studying the Effect of the EDoS Attack on Cloud
Computing

In order to study the effect of the EDoS attack on cloud com-
puting, we performed a set of experiments without using
the EDoS-Shield. The results of these experiments helped
quantify the effect of the EDoS attack on the cloud CPU
utilization and the end user-perceived response times. These
results are also compared to the simulation results obtained in
[6]. Figure 2 illustrates the testbed architecture used in these
experiments. The traffic generator component was config-
ured to send the traffic directly to the load balancer. The load
balancer further forwards the traffic to the VM instances of
the cloud on which a simple Web page is hosted. The VM
instances were configured to handle 100 HTTP requests per
second, with each packet of a response message being 580
bytes in length. The trigger condition to autoscale VM re-
sources was kept the same as reported in [6], with 80 %
CPU utilization marked as the upperbound. The implica-
tion here is that a new VM instance will be created and
assigned to the load balancer if the cumulative CPU uti-
lization for all the VM instances exceeds 80 % at any given
time.

We placed an upperbound of 56 on the maximum number
of VM instances that can be operational at any point in time.
The maximum rate of attack traffic was configured to be 4000
Req/S. Before initiating an experimental run, all the cloud in-
stances are configured to be reachable by the load balancer.
The number of the instances of VMs active at any given time
in the NetScalar deployment is directly proportional to the
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Fig. 4 Number of required instances to keep CPU utilization below
80 % before using the EDoS-Shield

intensity of the attack at any point in the experiment. To en-
sure that the incoming traffic to the cloud will not utilize in
excess of 80% of the cloud resources, i.e., VM instances,
we increased the number of instances following the same
approach as was used in the simulation. Hence, the number
of the required instances at any point time is theoretically
calculated as follows:

A
5 <08 Thus, § = 1.25 x 3/ + 11 (1
"

where § is the required number of instances, X is the traffic
arrival rate, and p is the service rate.

In addition to the EDoS attack rate, we inject background
network traffic at the rate of 400 requests per second, to emu-
late legitimate clients. Figure 4 shows the number of required
VM instances before using the EDoS-Shield for each exper-
iment based on Eq. 1.

After making sure that the appropriate number of instances
has been assigned to the load balancer, we run the experiment
by starting the traffic generation on JMeter. There are two
ways to monitor traffic and to ascertain that it is received by
the cloud instances. The first method to monitor the traffic
is via the dashboard of NetScaler, which shows the aggre-
gated traffic rate for all the traffic generated. The second
method is via the Server Hits per Second plugin of JMeter.
This method is used to check whether all the HTTP requests
created from a specific traffic generating VM arrive at the
cloud.

We keep monitoring the CPU utilization through Citrix’s
XenCenter [30], which is installed on a laptop to collect the
results. When the CPU utilization of the instances reaches the
steady state, the CPU utilization of each instance is collected
separately, and then, the average CPU utilization is calcu-
lated. The response time is measured using Firebug add-on
[31] that is installed on a Firefox Web browser. For each ex-
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periment, the response time is collected 30 times, and then,
the average is calculated.

For each rate of the EDoS attack, the experiment is re-
peated ten times. Each time the CPU utilization and the
response times are collected. After collecting the results for
all the ten repetitions, the average CPU utilization and the
average response times are calculated.

This subsection explained the steps followed when per-
forming the experiments to study the effect of varying inten-
sity EDoS attacks on cloud resources. The next subsection
discusses the steps followed when performing the experi-
ments to evaluate the EDoS-Shield mitigation technique.

5.2 Studying the Effectiveness of the EDoS-Shield
Mitigation Technique

In this section, the experiments performed to evaluate the
effectiveness of the EDoS-Shield in mitigating the EDoS
attacks are discussed. Most of the steps are the same as
described in the previous subsection. The novelty in these ex-
periments is the introduction of the firewall and the V-Node,
which are the components of the EDoS-Shield. Figure 3
shows the architecture of the testbed after implementing the
EDoS-Shield.

In this set of experiments, the firewall is the entry point
to the cloud instead of the load balancer. All the traffic that
arrives at the cloud, or egresses the cloud passes through the
firewall. JMeter was deployed on each of the eight traffic
generator VMs which are configured to send the traffic to the
firewall. We assumed the following for the traffic generator
VMs when performing the experiments:

e From the eight traffic generator VMs, two will simulate
the legitimate traffic, while the other six VMs will sim-
ulate the malicious traffic, and

e To emulate legitimate and rogue clients, we tag a VM
as legitimate or malicious. The first request from that
VM will be sent using its Web browser. The CAPTCHA
will be answered correctly if it is a legitimate VM and
incorrectly if it is a malicious VM.

In all the experiments, the dashboard of NetScaler shows
that only the legitimate traffic arrives at the cloud. Since the
legitimate traffic is configured to arrive at the rate of 400
requests per second, the number of cloud instances that are
used in all the experiments is equal to 6, as indicated by
equation 1. This is illustrated in Fig. 5.

The experiment for each of the EDoS rates is repeated
ten times. The results are collected and calculated the same
way as explained in the previous subsection. In the next sec-
tion, the results of the experiments will be presented and
discussed.
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Fig. 6 Comparison of the average CPU utilization taken for all in-
stances before using the EDoS-Shield

6 Results and Discussion
6.1 The Effect of the EDoS Attack on Cloud Computing

The results presented in this subsection illustrate the effect
of the EDoS attack on cloud resources. These results are also
compared to the simulation results obtained in [6]. Figure 6
compares the average CPU utilization results obtained from
the testbed to those obtained through simulation. As may be
noted, the CPU utilization results of the testbed are at par with
the results of the simulation. Both results show that when the
intensity of an EDoS attack increases, the CPU utilization
increases. Increasing number of VM instances will be added
to the cloud, based on its elasticity property, as the attack
rate increases. The addition of the new instances simply to
handle the attack requests will result in a severe economic
loss for the cloud adopter, which effectively is the purpose
of the attack.

In Fig. 7, we report the relative error (false alarms) in
the CPU utilization between the two findings. The highest
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Fig. 7 Relative error % for CPU utilization comparison before using
the EDoS-Shield
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Fig. 8 Response time (ms) comparison before using the EDoS-Shield

error of 5 % was noted for the case with 4000 VM instances.
Overall, the results obtained from the testbed are very close
to the results obtained from the simulation in terms of CPU
utilization.

Figure 8 shows a comparison between the results obtained
for the user-perceived response times for both the testbed
and the simulation. Results obtained through experiments
were found to be at par with those from simulation. It is
evident from the results reported here that the EDoS attack
does indeed cause unwanted delays for legitimate clients, and
therefore, a scheme for countering this attack is mandatory.
When the rate of the EDoS attack increases, the response time
approaches an unacceptable range for end users (in excess of
45 ms for higher numbers of VM instances). In addition, if
the resource allocation policy does auto-instantiation of new
VM instances in response to increasing delays, the effect of
the EDoS attack is higher.

Figure 9 shows the relative error percentage for the re-
sponse time comparisons reported in Fig. 8. Although the
figure shows that the difference between the results of some
of the experiments is around 16 %, the maximum difference
between the response time results of the testbed and the sim-
ulation is around 5 ms.
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Fig. 9 Relative error % for the response time comparison before using
the EDoS-Shield
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Fig. 10 Comparison of the average CPU utilization taken for all in-
stances after using the EDoS-Shield

6.2 The Effect of Using the EDoS-Shield

After studying the effect of the EDoS attack on cloud re-
sources, the results of adding the EDoS-Shield mitigation
technique will be discussed in this subsection.

After implementing and using the EDoS-Shield mitigation
technique on the testbed, it was evident from the NetScalar
analysis that only the traffic generated from legitimate VM
traffic generators was allowed to arrive at the cloud instances.
All suspected traffic was thus prevented from reaching the
cloud VMs, through packet dropping at the firewall. For this
reason, the CPU utilization for both the testbed and simu-
lation is near constant during all the experiments, as shown
in Fig. 10. Both the results of the testbed and the simulation
illustrate that the EDoS-Shield is capable of eliminating the
effect of the EDoS attacks, as represented by CPU utilization.

The relative error percentage for the CPU utilization com-
parison when using the EDoS-Shield is calculated and pre-
sented in Fig. 11. As is evident from the figure, the relative
error percentage is always below 1 %.

Figure 12 shows a comparison between the values of re-
sponse times for both the testbed and the simulation when
the EDoS-Shield mitigation technique is applied. The differ-
ence between the results of the testbed and the simulation is
minimal, as presented in Fig. 12. The slight increase in the
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Fig. 12 Response time (ms) comparison after using the EDoS-Shield

w
S

}o

=
v o
(
p

Relative Error %
_ N G w

o

0 400 800 1200 1600 2000 2400 2800 3200 3600 4000
EDoS Attack Rate

Fig. 13 Relative error % for the response time comparison after using
the EDoS-Shield

values of response times as the EDoS attack rate increases,
which is clear in the results of the testbed, is through the
added processing of packets that takes place at the firewall.

Figure 13 shows the relative error percentage for the re-
sponse time comparison between the testbed and the simula-
tion when the EDoS-Shield mitigation technique is used. The
maximum difference in the relative error percentage occurs
in the first experiment. The percentage is around 16 % which
translates to a difference of about 5 ms.

7 Experiments for a Real-Life Scenario
The testbed setup discussed in Sect. 5 was prepared to val-

idate the simulation results presented in [6]. In this section,
we study the effect of the EDoS attack in an environment



Arab J Sci Eng (2016) 41:5037-5047

5045

4

Number of Instances
N

11

1200 1600

1 ] . .
0 = T T T
[¢] 400 800

EDoS Attack Rate

Fig. 14 Number of required instances to keep CPU utilization below
80 % before using the EDoS-Shield

that is very close to a real-life scenario. We also study the
effect of using the EDoS-Shield in such environment. The
testbed setup used for these experiments is the same as that
used to validate the simulation results. The only difference is
the replacement of the template. The new template comprises
a real Web site that has an index page with text and several
graphical images [32]. The index page contains 24 elements
that are downloaded to the browser of the client upon access,
total size being 507.4 KB. We added an additional picture to
the index page to achieve this size and to closely represent a
standard Web site.

Based on experimental analysis, it was noted that setting
the upper bound on CPU utilization for triggering autoscaling
to 40 % was the most optimal. This analysis was based on the
fact that nearly 40 % CPU utilization is achieved when nearly
1600 HTTP requests per second are generated. However, we
found that NetScaler will not allow more than 2100 HTTP
requests per second to pass through it in these experiments
since the throughput at these rates will exceed the limit per-
mitted by the current license of NetScaler. This limitation was
perceived as a consequence of the large size of files hosted
on the Web site, i.e., 507.4 KB as opposed to 580 Byte files
used in the previous experiments. Therefore, we performed
experiments for EDoS attack rates (per second) of 0, 400,
800, 1200, and 1600, respectively. In addition, background
traffic of 400 requests per second is generated to represent
legitimate traffic. Hence, the maximum traffic rate is equal
to 2000 requests per second.

The maximum number of instances used in the experi-
ments before using the EDoS-Shield was 2, while the number
of instances is always equal to 1 with EDoS-Shield. This is
shown in Figs. 14 and 15, respectively.

The following two subsections present and discuss the
results of the experiments.

7.1 The Effect of the EDoS Attack on Cloud Computing

Figure 16 shows the CPU utilization before using the EDoS-
Shield. It is clear that the CPU utilization increases in the first
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Fig. 15 Number of required instances to keep CPU utilization below
80 % after using the EDoS-Shield
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Fig. 16 CPU utilization before using the EDoS-Shield

three experiments as the attack rate increases. Subsequently,
it drops to 20 % for an attack rate of 1200 requests per sec-
ond. At this attack rate, the total traffic rate is 1600 bytes,
including legitimate traffic. This will result in around 40 %
CPU utilization. As a result, a new instance is created, and
the CPU utilization will decrease by nearly a half, as shown
in Fig. 16. The CPU utilization increases again with increas-
ing attack rate to 1600 requests per second. This behavior
is similar to the results reported in Sect. 6 thus illustrating
that increasing computing resources will be allocated to the
cloud as the EDoS attack rate increases. This is because the
CPU utilization increases as the EDoS attack rate increases.

Figure 17 shows the response times before using the EDoS-
Shield. As shown in the figure, the EDoS attack has a severe
effect on the response time if no mitigation technique is in
place. This behavior is the same as discussed previously in
Sect. 6.

7.2 The Effect of Using the EDoS-Shield

Figure 18 presents the results of the CPU utilization after
using the EDoS-Shield. The CPU utilization is almost fixed,
and the number of instances is always 1. The dashboard of
NetScaler shows that only the legitimate traffic can access
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Fig. 19 Response time after using the EDoS-Shield

the cloud services. This behavior is the same as that reported
in Fig. 10.

In Fig. 19, the results of the response time after using
the EDoS-Shield are presented. The response time increases
slightly as the attack rate increases because of the packet
processing delays imposed by the firewall. However, this in-
crease is significantly below the results of the response time
of Fig. 17 when no mitigation technique is used at all. This
is clearly illustrated in Fig. 20, which shows the compari-
son between the response times before and after using the
EDoS-Shield.

The results of Sect. 7 confirm the results of Sect. 6 in il-
lustrating the significant effect of the EDoS attack on both
the CPU utilization and the response time. The results pre-
sented in both Sects. 6 and 7 also confirm that the use of
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the EDoS-Shield can significantly minimize the effect of the
EDoS attack on cloud resources.

8 Conclusion and Future Work

In this paper, we have conducted an experimental study to
evaluate and measure the effectiveness of the EDoS-Shield
technique to mitigate and counter EDoS attacks. Our experi-
mental results show that the EDoS attack does indeed exploit
the elasticity property of the cloud and consequently leads
to illegitimate resource consumption and economic loss for
the cloud service owner. Experimental results showed that
the impact of and EDOS attack can be detrimental to the
performance of a cloud service in terms of the exhaustion of
CPU power of VM compute resources as well as a large in-
creases in response time. The EDoS-Shield was implemented
on a testbed to evaluate its effectiveness against EDoS at-
tacks. Measured results have shown that the EDoS-Shield is
highly effective in mitigation of attacks, in which minimal
VM compute resources were allocated while at the same time
acceptable performance (in terms of response time and CPU
utilizations) was attained.
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