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Robust Two-Phase RZ Asynchronous SoC Interconnects

Muhammad E. S. Elrabaa

Abstract—A novel two-phase RZ delay-insensitive asynchronous hand-
shaking protocol for on-chip communication has been developed along with
an efficient and robust dual-rail circuit implementation (Transmitter/Re-
ceiver). Performance was verified using SPICE simulations with a 0.13 m,
1.2 V technology and compared to that of the best-in-class asynchronous
transceivers in terms of forward and backward latencies, throughput, en-
ergy per bit transfer and design complexity. Results demonstrate the supe-
rior overall performance of the new transceiver.

Index Terms—Asynchronous interconnects, CMOS digital integrated
circuits, networks-on-chip (NoC), systems-on-chip (SoC).

I. INTRODUCTION

Recently, systems-on-chip (SoC) designs have grown in complexity
to include not only multiple clock domains but also a wide range of
blocks (IPs) with various data communication needs and patterns. To
satisfy the communication needs of SoCs while maintaining reason-
able design and timing closure times, two new interconnect paradigms
have recently emerged; networks-on-chip (NoCs) [1]–[3] and globally
asynchronous locally synchronous (GALS) systems [4], [5]. Both types
of interconnect system share the common problem of designing the
point-to-point interconnect circuitry between routers and/or IP blocks.

Fully asynchronous interconnects are systems that can adapt to a
wide range of temperature, process and voltage variations, as well as
varying data rates, making them ideal for implementing the point-to-
point links in NoCs and GALS. However, the main concerns with asyn-
chronous interconnects are high latency and low throughput due to the
handshaking required to implement the automatic control of data rate.
Pipelining using repeaters (transceivers) is usually employed to im-
prove throughput (and to some degree latency by providing buffering)
in long interconnects.

The main objective of this work was to develop a robust asyn-
chronous transceiver that has low-latency, high throughput and very
low design-overhead (i.e., that can be simply plugged-in as a hardware
macro with no required optimizations). The transceiver that has been
developed combines a new single-track handshaking protocol with
an efficient delay-independent custom circuit implementation that
maximizes throughput and minimizes latency.

A review of asynchronous interconnects is first presented in
Section II. That review is limited only to pipelined on-chip asyn-
chronous interconnects (with no data path blocks in between pipeline
stages) rather than the broader topic of asynchronous pipelines.
The proposed asynchronous transceiver is introduced in Section III
followed by the circuit implementation in Section IV. Simulation
results that verify the basic operation of these circuits, their robustness,
and relative performance compared to other repeater circuits (both
asynchronous and synchronous) are provided in Section V followed
by conclusions in Section VI.
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II. REVIEW OF ASYNCHRONOUS INTERCONNECTS

Asynchronous interconnects have been mainly based on three types
of asynchronous circuit techniques: bundled data, delay insensitive
(DI) (or quasi delay insensitive QDI), and single track circuits. They
all employ one of two types of handshaking and signaling protocol for
data transfers: four-phase return-to-zero (RZ) signaling or two-phase
non-return-to-zero (NRZ) signaling. For the first type, each and every
signal starts and ends in the same state requiring four-steps for a re-
quest-acknowledgement cycle to transfer a datum. For the second type,
signal transitions indicate a request or acknowledgement resulting in
data transfer in two steps only. Forward latency is the time required to
transfer a datum from one stage to the next. Backward latency is the
time required to transfer an acknowledgement (or spacer) backward.
Both latencies determine the cycle time and hence the bandwidth.

Bundled data channels utilize separate channels for data and con-
trol (handshaking). Latch control circuits latch the data at each stage
when a request is received while the next stage has already acknowl-
edged receipt of previous data [6]. A strict single-sided timing con-
straint must be met; the request signal must arrive after the data. Ad-
ditional timing constraints may arise due to the specific circuit imple-
mentation. Lately, a new bundled data channel (MOUSETRAP) with
an improved throughput and latency was proposed [7]. Latches are nor-
mally open/transparent and are closed after the data has passed through
them adding more timing constraints and design complexity. Having
open latches also leads to the propagation of spurious transitions and
higher power consumption [8].

DI or QDI channels utilize special data encoding (dual-rail or 1-in-�
) that allows receivers to detect the arrival of new data with no need for
explicit request signals (and the associated timing constraints). A re-
ceiver acknowledges data reception by activating a backward acknowl-
edgement signal. When combined with conventional four-phase RZ
signaling DI or QDI schemes yield very simple and robust circuit im-
plementations [9], [10]. Two-phase NRZ DI codes have been proposed
[11], [12] to reduce latency with an increase in circuit complexity. To
increase the wire efficiency (number of data bits per wire) � -of-�
codes were proposed in [13] at the expense of more circuit complexity.
Though DI encoding is suppose to eliminate timing constraints, spe-
cific implementations may lead to some constraints [11], [12].

Single-track handshaking was introduced by Van Berkel et al. in [14]
as an improvement upon bundled data channels. A single wire is used
for both request and acknowledgement signals. A transmitter induces
a transition on the wire indicating a request and then releases it, the re-
ceiver acknowledges data receipt by transitioning the wire back to its
initial state (i.e., RZ) and then releasing it, combining two-phase hand-
shaking with RZ signaling. This technique still suffers from the bun-
dled data constraints in addition to new timing constraints pertaining
to the transitioning of the wire and releasing it. A faster single-track
circuit, GasP, was proposed in [15] where a self-resetting NAND gate
(which resets after three gate transitions) controls the data latch. Thus,
two new timing constraints are added; data must be read within three
gate transitions and so must acknowledgement.

In [16] single-track control is extended to 1-of-� encoded chan-
nels. The proposed single-track full buffer (STFB) eliminates the ac-
knowledge line that existed in previous QDI buffers. However, several
tight timing constraints are imposed on internal and external signals’
switching order. With the same number of transitions per cycle as GasP,
STFB achieved significantly lower forward latency ��60%� at the ex-
pense of higher backward latency and lower throughput ��70%�.

1063-8210/$26.00 © 2010 IEEE
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Fig. 1. Block diagram of the proposed repeater and the handshaking protocol.
(a) A Block diagram of the repeater showing the data and precharging drivers
and the keeper circuits for the high-spacer encoding. (b) The proposed hand-
shaking protocol. D0, � signals represent the data transfer initiated at the �th
stage. Thick lines indicate signal trips across the wire segment. The protocol is
shown for two types of data and spacer encoding with transitions on D0 .

III. PROPOSED ASYNCHRONOUS TRANSCEIVER

As was explained in Section II, DI or QDI techniques, depending
on their implementation, can significantly reduce or eliminate timing
constraints. Also, if combined with single track techniques, two-phase
handshaking and RZ signaling can be realized. This would improve
the bandwidth significantly and simplify the circuit implementation
greatly.

Fig. 1 shows a block diagram of the newly proposed dual-rail trans-
ceiver (repeater) along with the proposed handshaking protocol. With
no dedicated control lines, RZ signaling is combined with two-phase
handshaking by driving each data line from the transmitter’s side of a
stage and returning it to its initial state (i.e., precharged or spacer state)
from the receiver’s side. The proper sequence of signaling is achieved
by two control circuits in the repeater; an Enable control circuit that
controls the driving of the output and a precharge control circuit that
controls the precharging of the input. When data initiated at stage ��� is
received at stage ��� � �, an enable signal is asserted (En) which initi-
ates data transfer to the ��� � �th segment and activates a precharging
signal (PC) that would then precharge the ���th segment, overlapping the
transfer of data to the ���� �th segment with the precharging of the ���th
segment and completing the data transfer cycle in two trips. The pro-
tocol is illustrated for two types of spacer state; a high-spacer encoded
as both lines high [corresponding to the block diagram in Fig. 1(a)], and
a low-spacer encoded as both lines low. Data is encoded by pulling one
of the lines low or high, respectively.

As Fig. 1 shows, there are two sets of keepers on each side of a wire
segment; strong keepers and weak keepers. Strong keepers at the input
hold the input low (when input data arrives) until the repeater reads the
data and activates the PC signal. Strong keepers at the output hold the
output in the precharged state until new data arrives. When an output
is driven low the weak keeper (at the output of the sender) keeps it
low until the precharging circuit in the next stage precharge it (by over-
coming the weak keeper) and hold it in that state by its own weak input
keeper. Hence, data lines are held in the active state by strong keepers at
the receiving repeaters, precharged by the receiving repeaters and held

in the precharged state by strong keepers at the sending repeaters en-
suring that wires are always strongly driven and preventing erroneous
switching due to cross talk or SETs. Also no contention exists between
any of the driving circuits and the strong keepers at all times.

IV. CIRCUIT IMPLEMENTATION

Fig. 2 shows the signal transition graph (STG) of the transceiver and
the circuit implementation for one of the data lines �����. The STG/
circuits associated with the other data line are identical. The enable and
precharge control circuits, Fig. 2(b)–(e), behave similarly to a Muller-C
element. The En signal is asserted when input data arrives ���� ��
while both transceiver outputs (����� and �����) are high. It is then
deasserted when the output ����� is discharged. A half keeper holds
En low when input data is in the precharged (high) state. The PC signal
is deasserted when ��� is low and En becomes high causing the input
��� to be charged back high. This, in turn causes the PC signal to go
back high. A keeper keeps the PC signal low in case En signal goes
low before the input is charged high and keeps it high if ��� goes low
while En is still low (due to backpressure at the output).

The widths of the En and PC pulses are automatically set by the
timing behavior of the data lines. The only timing assumption here is
that En should not go low (which would require at least three gate tran-
sitions) until PC goes low (one gate transition). Even this very-easy-to-
meet assumption can be eliminated by forcing En to wait for PC to go
low before it goes low as indicated in Fig. 2. Circuit modifications for
alternate data and spacer encoding or 1-of-� data encoding are indi-
cated throughout Fig. 2. Designers can choose the implementation that
yield the best performance for the technology they use.

V. CIRCUIT PERFORMANCE

A. Basic Operation

Spice simulations using a 0.13-�m, 1.2 V CMOS technology were
used to verify the operation of the proposed repeater. The simulated
pipeline comprised a data producer followed by three stages of re-
peaters followed by a data consumer with 50 �m wires in between and
500 Mbs data injection rate. Transistors were simply sized to achieve 50
and 100 ps fall and rise times, respectively (equivalent to a two-input,
fan-out of three, NAND gate). Fig. 3 shows the simulation waveforms of
one of the repeaters illustrating how the proper sequence of events on
input data, En, PC signals, and output data is achieved with a forward
latency of � 130 ps. The complete pipeline was simulated as follows;
first data is injected at a constant rate of 500 Mbs but is not being con-
sumed [see Fig. 4(a)], then the consumer starts consuming the data at
the same injection rate, Fig. 4(b). The pipeline gets filled after the in-
jection of three data bits (all stages’ inputs and outputs D1-D4 are low)
and no new data can be injected. As soon as the consumer starts con-
suming data (as evident from the precharging of D4) the data starts
moving forward along the pipeline. The backward latency is � 150 ps
making the minimum cycle time � 280 ps (i.e., maximum throughput
of 3.5 Gbs).

B. Maximum Throughput

The throughput as a function of wire segment length has been
evaluated using a multirepeater pipeline with specially designed
data producer and consumer circuits that inject/consume data at the
maximum possible rate. The producer injects new data every time
the first stage’s input is precharged while the consumer precharges
the last stage’s output every time it goes low. Fig. 5 shows the data
throughput and latency per stage versus wire length. As expected,
latency increases linearly with wire length while throughput decreases
as ���. Even at a wire length of 1000 �m the throughput is still
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Fig. 2. Circuit implementation of the proposed two-phase RZ protocol. (a)
Signal transition graph (STG) of the proposed repeater. The dashed transition
from ��� to ��� can be added to remove any timing assumption. (b)
Enable control circuit for 1-of-2 and 1-of-� Data encoding. (c) Precharging
control circuit. (d) PC circuit for low spacer. (e) Enable control circuit for low
spacer.

Fig. 3. Signal waveforms of one of the repeater stages.

Fig. 4. Data waveforms along the asynchronous pipeline for the following sce-
nario: (a) data being injected but not consumed and the pipeline gets filled after
three data bits; (b) consumer starts consuming the data causing it to move for-
ward along the pipeline.

Fig. 5. Maximum throughput and latency per stage versus wire length.

relatively high (1.5 Gbs). At 0 wire length latency and throughput are
110 ps and 4 Gbs, respectively.

C. Robustness

To demonstrate the robustness of the new circuits, simulations were
performed with two pipelines; an attacker and a victim. An inter-stage
wire length of 1000 �m was used with a cross capacitance between the
attacker and victim equivalent to half the total wire capacitance. This
cross capacitance represents the worst case value under an attack by
a single attacker. The attacker attacks the victim under the two most
vulnerable conditions; when the victim is in the precharged state and
when it is in the evaluation state (low output). Other attacks (during
switching) would either slow down the victim or speed it up. As Fig. 6
shows, the repeater is immune to the cross talk noise due to the keepers’
strong drive. Subsequent pipeline stages are not affected at all.

D. Comparison With Other Repeaters

The performance of the proposed repeater has been compared to that
of the following asynchronous repeaters: the dual-rail DI buffer de-
scribed in [12] (called LETS) with MOUSETRAP [7] pipelining style,
the dual-rail (1-of-2) STFB [16] and GasP [15]. These were chosen
for having the best performance published so far. The performance of
two conventional repeaters; a two-phase QDI asynchronous repeater
and a synchronous repeater (a CMOS FF), were also evaluated to
provide reference points. The sizes of all repeaters were optimized
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Fig. 6. Attacker and victim waveforms for two attack conditions.

TABLE I
PERFORMANCE COMPARISONS BETWEEN THE NEWLY PROPOSED REPEATER

AND OTHER REPEATERS

to yield maximum throughput with equal input capacitances (Cin)
to ensure a fair comparison (equal loading on circuits that drive the
repeaters). The value of Cin basically determines the sizes of tran-
sistors connected to the inputs. The remaining transistors were sized
for maximum throughput. With the exception of the new repeater, all
asynchronous transceivers did require more design effort and time to
optimize for maximum throughput. A synchronous repeater with a
larger size (i.e., Cin) and minimum achievable latency per stage was
also compared. For each repeater, forward and backward latencies,
maximum throughput and energy per bit (EPB) were measured at a
wire segment length of 100 �m and using four-stage pipelines. EPB,
obtained by integrating the instantaneous power, is the average for
transferring a 0 bit and a 1 bit.

Table I summarizes the simulation results for all circuits including
transistor count per repeater. The new repeater achieved the best
balance between forward and backward latencies resulting in highest
throughput. The STFB achieved the lowest forward latency but at the
expense of higher backward latency. The LETS repeater achieved
lower forward latency than the new repeater but had higher backward
latency. GasP had a similar performance to the new repeater in terms of
latencies and throughput but its EPB is much higher (its control track
has twice the data frequency). The synchronous repeater achieved the
smallest EPB at a throughput close to that of the new repeater (without
considering clock skew and jitter). 1-of-4 encoding could reduce the

EPB of the asynchronous transceivers at the expense of more latency
due to higher gates’ fan-in.

Though the new repeater had more transistors than the STFB, more
than half of the transistors are in the keepers which were added for
robustness. Similar keepers would have to be added to the STFB to
enhance its robustness. The Gasp and synchronous repeaters naturally
have lower transistor counts due to their single-rail data encoding.

VI. CONCLUSION

A new two-phase QDI asynchronous handshaking protocol that uti-
lizes dual-rail RZ data encoding has been developed. A new asyn-
chronous repeater that implements the new protocol has also been de-
veloped and tested using SPICE simulations. The RZ data signaling
has allowed the circuit implementation to be simple yet very efficient
and robust. Also, since the new protocol overlaps driving an output
data segment with the precharging of the preceding one, the throughput
has been maximized while minimizing the latency. The new repeater
achieved a throughput equal to that of a synchronous repeater with less
than half the latency. Compared to the best previously published asyn-
chronous repeaters, it achieved a superior overall performance in terms
of latency, throughput, energy per bit and design complexity.
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Robust Two-Phase RZ Asynchronous SoC Interconnects

Muhammad E. S. Elrabaa

Abstract—A novel two-phase RZ delay-insensitive asynchronous hand-
shaking protocol for on-chip communication has been developed along with
an efficient and robust dual-rail circuit implementation (Transmitter/Re-
ceiver). Performance was verified using SPICE simulations with a 0.13 m,
1.2 V technology and compared to that of the best-in-class asynchronous
transceivers in terms of forward and backward latencies, throughput, en-
ergy per bit transfer and design complexity. Results demonstrate the supe-
rior overall performance of the new transceiver.

Index Terms—Asynchronous interconnects, CMOS digital integrated
circuits, networks-on-chip (NoC), systems-on-chip (SoC).

I. INTRODUCTION

Recently, systems-on-chip (SoC) designs have grown in complexity
to include not only multiple clock domains but also a wide range of
blocks (IPs) with various data communication needs and patterns. To
satisfy the communication needs of SoCs while maintaining reason-
able design and timing closure times, two new interconnect paradigms
have recently emerged; networks-on-chip (NoCs) [1]–[3] and globally
asynchronous locally synchronous (GALS) systems [4], [5]. Both types
of interconnect system share the common problem of designing the
point-to-point interconnect circuitry between routers and/or IP blocks.

Fully asynchronous interconnects are systems that can adapt to a
wide range of temperature, process and voltage variations, as well as
varying data rates, making them ideal for implementing the point-to-
point links in NoCs and GALS. However, the main concerns with asyn-
chronous interconnects are high latency and low throughput due to the
handshaking required to implement the automatic control of data rate.
Pipelining using repeaters (transceivers) is usually employed to im-
prove throughput (and to some degree latency by providing buffering)
in long interconnects.

The main objective of this work was to develop a robust asyn-
chronous transceiver that has low-latency, high throughput and very
low design-overhead (i.e., that can be simply plugged-in as a hardware
macro with no required optimizations). The transceiver that has been
developed combines a new single-track handshaking protocol with
an efficient delay-independent custom circuit implementation that
maximizes throughput and minimizes latency.

A review of asynchronous interconnects is first presented in
Section II. That review is limited only to pipelined on-chip asyn-
chronous interconnects (with no data path blocks in between pipeline
stages) rather than the broader topic of asynchronous pipelines.
The proposed asynchronous transceiver is introduced in Section III
followed by the circuit implementation in Section IV. Simulation
results that verify the basic operation of these circuits, their robustness,
and relative performance compared to other repeater circuits (both
asynchronous and synchronous) are provided in Section V followed
by conclusions in Section VI.
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II. REVIEW OF ASYNCHRONOUS INTERCONNECTS

Asynchronous interconnects have been mainly based on three types
of asynchronous circuit techniques: bundled data, delay insensitive
(DI) (or quasi delay insensitive QDI), and single track circuits. They
all employ one of two types of handshaking and signaling protocol for
data transfers: four-phase return-to-zero (RZ) signaling or two-phase
non-return-to-zero (NRZ) signaling. For the first type, each and every
signal starts and ends in the same state requiring four-steps for a re-
quest-acknowledgement cycle to transfer a datum. For the second type,
signal transitions indicate a request or acknowledgement resulting in
data transfer in two steps only. Forward latency is the time required to
transfer a datum from one stage to the next. Backward latency is the
time required to transfer an acknowledgement (or spacer) backward.
Both latencies determine the cycle time and hence the bandwidth.

Bundled data channels utilize separate channels for data and con-
trol (handshaking). Latch control circuits latch the data at each stage
when a request is received while the next stage has already acknowl-
edged receipt of previous data [6]. A strict single-sided timing con-
straint must be met; the request signal must arrive after the data. Ad-
ditional timing constraints may arise due to the specific circuit imple-
mentation. Lately, a new bundled data channel (MOUSETRAP) with
an improved throughput and latency was proposed [7]. Latches are nor-
mally open/transparent and are closed after the data has passed through
them adding more timing constraints and design complexity. Having
open latches also leads to the propagation of spurious transitions and
higher power consumption [8].

DI or QDI channels utilize special data encoding (dual-rail or 1-in-�
) that allows receivers to detect the arrival of new data with no need for
explicit request signals (and the associated timing constraints). A re-
ceiver acknowledges data reception by activating a backward acknowl-
edgement signal. When combined with conventional four-phase RZ
signaling DI or QDI schemes yield very simple and robust circuit im-
plementations [9], [10]. Two-phase NRZ DI codes have been proposed
[11], [12] to reduce latency with an increase in circuit complexity. To
increase the wire efficiency (number of data bits per wire) � -of-�
codes were proposed in [13] at the expense of more circuit complexity.
Though DI encoding is suppose to eliminate timing constraints, spe-
cific implementations may lead to some constraints [11], [12].

Single-track handshaking was introduced by Van Berkel et al. in [14]
as an improvement upon bundled data channels. A single wire is used
for both request and acknowledgement signals. A transmitter induces
a transition on the wire indicating a request and then releases it, the re-
ceiver acknowledges data receipt by transitioning the wire back to its
initial state (i.e., RZ) and then releasing it, combining two-phase hand-
shaking with RZ signaling. This technique still suffers from the bun-
dled data constraints in addition to new timing constraints pertaining
to the transitioning of the wire and releasing it. A faster single-track
circuit, GasP, was proposed in [15] where a self-resetting NAND gate
(which resets after three gate transitions) controls the data latch. Thus,
two new timing constraints are added; data must be read within three
gate transitions and so must acknowledgement.

In [16] single-track control is extended to 1-of-� encoded chan-
nels. The proposed single-track full buffer (STFB) eliminates the ac-
knowledge line that existed in previous QDI buffers. However, several
tight timing constraints are imposed on internal and external signals’
switching order. With the same number of transitions per cycle as GasP,
STFB achieved significantly lower forward latency ��60%� at the ex-
pense of higher backward latency and lower throughput ��70%�.

1063-8210/$26.00 © 2010 IEEE
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Fig. 1. Block diagram of the proposed repeater and the handshaking protocol.
(a) A Block diagram of the repeater showing the data and precharging drivers
and the keeper circuits for the high-spacer encoding. (b) The proposed hand-
shaking protocol. D0, � signals represent the data transfer initiated at the �th
stage. Thick lines indicate signal trips across the wire segment. The protocol is
shown for two types of data and spacer encoding with transitions on D0 .

III. PROPOSED ASYNCHRONOUS TRANSCEIVER

As was explained in Section II, DI or QDI techniques, depending
on their implementation, can significantly reduce or eliminate timing
constraints. Also, if combined with single track techniques, two-phase
handshaking and RZ signaling can be realized. This would improve
the bandwidth significantly and simplify the circuit implementation
greatly.

Fig. 1 shows a block diagram of the newly proposed dual-rail trans-
ceiver (repeater) along with the proposed handshaking protocol. With
no dedicated control lines, RZ signaling is combined with two-phase
handshaking by driving each data line from the transmitter’s side of a
stage and returning it to its initial state (i.e., precharged or spacer state)
from the receiver’s side. The proper sequence of signaling is achieved
by two control circuits in the repeater; an Enable control circuit that
controls the driving of the output and a precharge control circuit that
controls the precharging of the input. When data initiated at stage ��� is
received at stage ��� � �, an enable signal is asserted (En) which initi-
ates data transfer to the ��� � �th segment and activates a precharging
signal (PC) that would then precharge the ���th segment, overlapping the
transfer of data to the ���� �th segment with the precharging of the ���th
segment and completing the data transfer cycle in two trips. The pro-
tocol is illustrated for two types of spacer state; a high-spacer encoded
as both lines high [corresponding to the block diagram in Fig. 1(a)], and
a low-spacer encoded as both lines low. Data is encoded by pulling one
of the lines low or high, respectively.

As Fig. 1 shows, there are two sets of keepers on each side of a wire
segment; strong keepers and weak keepers. Strong keepers at the input
hold the input low (when input data arrives) until the repeater reads the
data and activates the PC signal. Strong keepers at the output hold the
output in the precharged state until new data arrives. When an output
is driven low the weak keeper (at the output of the sender) keeps it
low until the precharging circuit in the next stage precharge it (by over-
coming the weak keeper) and hold it in that state by its own weak input
keeper. Hence, data lines are held in the active state by strong keepers at
the receiving repeaters, precharged by the receiving repeaters and held

in the precharged state by strong keepers at the sending repeaters en-
suring that wires are always strongly driven and preventing erroneous
switching due to cross talk or SETs. Also no contention exists between
any of the driving circuits and the strong keepers at all times.

IV. CIRCUIT IMPLEMENTATION

Fig. 2 shows the signal transition graph (STG) of the transceiver and
the circuit implementation for one of the data lines �����. The STG/
circuits associated with the other data line are identical. The enable and
precharge control circuits, Fig. 2(b)–(e), behave similarly to a Muller-C
element. The En signal is asserted when input data arrives ���� ��
while both transceiver outputs (����� and �����) are high. It is then
deasserted when the output ����� is discharged. A half keeper holds
En low when input data is in the precharged (high) state. The PC signal
is deasserted when ��� is low and En becomes high causing the input
��� to be charged back high. This, in turn causes the PC signal to go
back high. A keeper keeps the PC signal low in case En signal goes
low before the input is charged high and keeps it high if ��� goes low
while En is still low (due to backpressure at the output).

The widths of the En and PC pulses are automatically set by the
timing behavior of the data lines. The only timing assumption here is
that En should not go low (which would require at least three gate tran-
sitions) until PC goes low (one gate transition). Even this very-easy-to-
meet assumption can be eliminated by forcing En to wait for PC to go
low before it goes low as indicated in Fig. 2. Circuit modifications for
alternate data and spacer encoding or 1-of-� data encoding are indi-
cated throughout Fig. 2. Designers can choose the implementation that
yield the best performance for the technology they use.

V. CIRCUIT PERFORMANCE

A. Basic Operation

Spice simulations using a 0.13-�m, 1.2 V CMOS technology were
used to verify the operation of the proposed repeater. The simulated
pipeline comprised a data producer followed by three stages of re-
peaters followed by a data consumer with 50 �m wires in between and
500 Mbs data injection rate. Transistors were simply sized to achieve 50
and 100 ps fall and rise times, respectively (equivalent to a two-input,
fan-out of three, NAND gate). Fig. 3 shows the simulation waveforms of
one of the repeaters illustrating how the proper sequence of events on
input data, En, PC signals, and output data is achieved with a forward
latency of � 130 ps. The complete pipeline was simulated as follows;
first data is injected at a constant rate of 500 Mbs but is not being con-
sumed [see Fig. 4(a)], then the consumer starts consuming the data at
the same injection rate, Fig. 4(b). The pipeline gets filled after the in-
jection of three data bits (all stages’ inputs and outputs D1-D4 are low)
and no new data can be injected. As soon as the consumer starts con-
suming data (as evident from the precharging of D4) the data starts
moving forward along the pipeline. The backward latency is � 150 ps
making the minimum cycle time � 280 ps (i.e., maximum throughput
of 3.5 Gbs).

B. Maximum Throughput

The throughput as a function of wire segment length has been
evaluated using a multirepeater pipeline with specially designed
data producer and consumer circuits that inject/consume data at the
maximum possible rate. The producer injects new data every time
the first stage’s input is precharged while the consumer precharges
the last stage’s output every time it goes low. Fig. 5 shows the data
throughput and latency per stage versus wire length. As expected,
latency increases linearly with wire length while throughput decreases
as ���. Even at a wire length of 1000 �m the throughput is still
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Fig. 2. Circuit implementation of the proposed two-phase RZ protocol. (a)
Signal transition graph (STG) of the proposed repeater. The dashed transition
from ��� to ��� can be added to remove any timing assumption. (b)
Enable control circuit for 1-of-2 and 1-of-� Data encoding. (c) Precharging
control circuit. (d) PC circuit for low spacer. (e) Enable control circuit for low
spacer.

Fig. 3. Signal waveforms of one of the repeater stages.

Fig. 4. Data waveforms along the asynchronous pipeline for the following sce-
nario: (a) data being injected but not consumed and the pipeline gets filled after
three data bits; (b) consumer starts consuming the data causing it to move for-
ward along the pipeline.

Fig. 5. Maximum throughput and latency per stage versus wire length.

relatively high (1.5 Gbs). At 0 wire length latency and throughput are
110 ps and 4 Gbs, respectively.

C. Robustness

To demonstrate the robustness of the new circuits, simulations were
performed with two pipelines; an attacker and a victim. An inter-stage
wire length of 1000 �m was used with a cross capacitance between the
attacker and victim equivalent to half the total wire capacitance. This
cross capacitance represents the worst case value under an attack by
a single attacker. The attacker attacks the victim under the two most
vulnerable conditions; when the victim is in the precharged state and
when it is in the evaluation state (low output). Other attacks (during
switching) would either slow down the victim or speed it up. As Fig. 6
shows, the repeater is immune to the cross talk noise due to the keepers’
strong drive. Subsequent pipeline stages are not affected at all.

D. Comparison With Other Repeaters

The performance of the proposed repeater has been compared to that
of the following asynchronous repeaters: the dual-rail DI buffer de-
scribed in [12] (called LETS) with MOUSETRAP [7] pipelining style,
the dual-rail (1-of-2) STFB [16] and GasP [15]. These were chosen
for having the best performance published so far. The performance of
two conventional repeaters; a two-phase QDI asynchronous repeater
and a synchronous repeater (a CMOS FF), were also evaluated to
provide reference points. The sizes of all repeaters were optimized
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Fig. 6. Attacker and victim waveforms for two attack conditions.

TABLE I
PERFORMANCE COMPARISONS BETWEEN THE NEWLY PROPOSED REPEATER

AND OTHER REPEATERS

to yield maximum throughput with equal input capacitances (Cin)
to ensure a fair comparison (equal loading on circuits that drive the
repeaters). The value of Cin basically determines the sizes of tran-
sistors connected to the inputs. The remaining transistors were sized
for maximum throughput. With the exception of the new repeater, all
asynchronous transceivers did require more design effort and time to
optimize for maximum throughput. A synchronous repeater with a
larger size (i.e., Cin) and minimum achievable latency per stage was
also compared. For each repeater, forward and backward latencies,
maximum throughput and energy per bit (EPB) were measured at a
wire segment length of 100 �m and using four-stage pipelines. EPB,
obtained by integrating the instantaneous power, is the average for
transferring a 0 bit and a 1 bit.

Table I summarizes the simulation results for all circuits including
transistor count per repeater. The new repeater achieved the best
balance between forward and backward latencies resulting in highest
throughput. The STFB achieved the lowest forward latency but at the
expense of higher backward latency. The LETS repeater achieved
lower forward latency than the new repeater but had higher backward
latency. GasP had a similar performance to the new repeater in terms of
latencies and throughput but its EPB is much higher (its control track
has twice the data frequency). The synchronous repeater achieved the
smallest EPB at a throughput close to that of the new repeater (without
considering clock skew and jitter). 1-of-4 encoding could reduce the

EPB of the asynchronous transceivers at the expense of more latency
due to higher gates’ fan-in.

Though the new repeater had more transistors than the STFB, more
than half of the transistors are in the keepers which were added for
robustness. Similar keepers would have to be added to the STFB to
enhance its robustness. The Gasp and synchronous repeaters naturally
have lower transistor counts due to their single-rail data encoding.

VI. CONCLUSION

A new two-phase QDI asynchronous handshaking protocol that uti-
lizes dual-rail RZ data encoding has been developed. A new asyn-
chronous repeater that implements the new protocol has also been de-
veloped and tested using SPICE simulations. The RZ data signaling
has allowed the circuit implementation to be simple yet very efficient
and robust. Also, since the new protocol overlaps driving an output
data segment with the precharging of the preceding one, the throughput
has been maximized while minimizing the latency. The new repeater
achieved a throughput equal to that of a synchronous repeater with less
than half the latency. Compared to the best previously published asyn-
chronous repeaters, it achieved a superior overall performance in terms
of latency, throughput, energy per bit and design complexity.
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