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Abstract

IEEE 802.11 Wireless Local Area Network (WLAN) is one of the most deployed wireless technologies and is likely to play a major role in next-generation wireless communication networks.

Key characteristics of 802.11 WLAN technology are simplicity, flexibility, and cost-effectiveness. This technology provides a ubiquitous communication and computing environment in offices, hospitals, campuses, factories, airports and stock markets. As a consequence, wireless users now want better Quality of Service (QoS) in terms of access to the wireless medium. 802.11 Task Group e (TGe) is now working on enhancements to the MAC for improved QoS.  But for now, the 802.11 standard specifies two fundamental access mechanisms: Distributed Coordination Function (DCF) and Point Coordination Function (PCF) present in the MAC layer of the OSI protocol stack.  This paper evaluates the QoS available from the two mechanisms using OPNET 9.0 Modeler. 

1. Introduction
The IEEE 802.11 WLAN specification [1] [2] defines two different ways to configure a wireless network: ad-hoc mode and infrastructure mode. Systems operating in infrastructure mode include an Access Point (AP) for access to external networks.  These networks use a basic building block called Basic Service Set (BSS) which is composed of the AP, and all stations associated with it.  A station is free to move within the BSS, but it can no longer communicate within the BSS if connectivity with the AP is lost.  
In ad hoc mode the network is referred to as an Independent Basic Service Set (IBSS) as it does not have an AP or any backbone infrastructure but has at least two wireless stations. For requirements exceeding the range limitations of IBSS or BSS, 802.11 defines an Extended Service Set (ESS). The 802.11 ESS consists of multiple cells interconnected by access points (APs) and a Distribution System (DS), such as Ethernet. 802.11 standard recognizes three mobility types. The no-transition mobility type refers to stations that do not move and are moving within a local BSS. The BSS-transition refers to stations that move from one BSS in one ESS to another BSS within the same ESS. Finally, the ESS transition refers to stations that move from a BSS in one ESS to a BSS in a different ESS. The 802.11 standard supports the no-transition and BSS-transition mobility types. The standard, though, does not guarantee that a connection will continue when making an ESS-transition.
The main goal of this paper is to evaluate the performance of DCF and PCF for a no-transition ad-hoc wireless network using OPNET.

The rest of the paper is organized as follows. Section 2 gives an overview of the 802.11 standard.  Section 3 describes the two 802.11 wireless medium access mechanisms:  DCF and PCF and gives an overview of the “hidden terminal” problem. Section 4 presents the OPNET model and the simulation parameters used for the evaluation of DCF and PCF.  In section 5 the simulation results are presented and discussed. Conclusions and the scope for future work are given in section 6.
2. IEEE 802.11 Standard Overview
In June 1997, the IEEE finalized the initial standard for wireless LANs: IEEE 802.11. This standard specified a 2.4 GHz operating frequency with data rates of 1Mbps and 2 Mbps. The initial 802.11 standard defines two forms of spread spectrum modulation: frequency hopping (802.11 FHSS) and direct sequence (802.11 DSSS). 

In late 1999, the IEEE published two supplements to the 802.11 standard: 802.11a and 802.11b. IEEE 802.11b is a data rate extension of the initial 802.11 DSSS, providing operation  in the 2.4 GHz band and up to 11 Mbps. Most wireless LANs implemented today comply with the 802.11b version of the standard. The 802.11a standard defines operation up to 54 Mbps using orthogonal frequency division multiplexing (OFDM) modulation in the roomy 5 GHz frequency band. The 802.11a standard has a wide variety of high-speed data rates available: 6, 9, 12, 18,24,36,48 and 54 Mbps; it is mandatory for all products to have 6, 12 and 24 Mbps rates. 
The existing version of the 802.11 standard is not optimized for the transmission of voice and video. Extensions are required to provide QoS and is an active area of study [3] [4]. IEEE 802.11 Task Group e is currently refining the 802.11 MAC to improve QoS for better support of higher layer data applications with a supplement to the standard expected to issue within a year. 
3. 802.11 MAC Coordination Methods
The 802.11 Medium Access Control (MAC) layer is concerned with controlling access to the wireless medium.  It specifies two mechanisms for accessing the wireless medium: DCF and PCF. This section gives a description of the two mechanisms.
Distributed Coordination Function (DCF)
The mandatory distributed coordination function is the primary access protocol for the automatic sharing of the wireless medium between stations and access points having compatible physical layers (PHYs).  Similar to the MAC coordination of the 802.3 Ethernet wired line standard, 802.11 networks use a carrier sense multiple access/collision avoidance (CSMA/CA) protocol for sharing the wireless medium.  A wireless station wanting to transmit senses the wireless medium. If the medium has been sensed idle for a distributed inter frame space (DIFS) period, the station can transmit immediately.  If the transmission was successful, the receiver station sends an acknowledgement to the sender after a short inter frame space period (SIFS) period.  If the medium is found to be busy, the transmission is deferred till the end of the current transmission. At the end of the current transmission, if there is no collision, the station waits for another DIFS, but if there is a collision (frame is received in error), then the station defers its transmission by extended interframe space (EIFS) period. After the deferral period, the station begins a random back-off. The back-off is in the range 0 to CW (contention window). The value of CW depends on the PHY characteristics of the medium.  The back-off time is calculated as 
Back-off time = Random () * slot_time
where Random () generates a pseudorandom integer in the range [0, CW] and slot_time equals a constant value found in the station’s Management Information Base (MIB). Back-off timer decrements the back-off time if the medium is idle for one-slot.
When the back-off timer expires the station can transmit. If the transmission is not successful this time (if there is another collision), then the size of the contention window is doubled and a new back-off timer is started. The station with the smallest back-off wins the contention for the medium and transmits.  After a successful transmission a station is required to perform another backoff prior to transmitting additional packets.
Though DCF is easy to implement, it does not provide prioritized access, as it suffers from the serious drawback of service differentiation. DCF does not support explicit specification of delay, jitter and bandwidth requirements by higher layer data applications and hence cannot guarantee QoS performance.  All stations and data traffic are given the same priority to access the wireless medium.   Time periods when DCF is in operation are called Contention Periods (CP).

Point Coordination Function (PCF)
The optional point coordination function provides contention-free frame transfer for processing time-critical information transfers. PCF uses the point coordinator (PC) as the polling master. The PC resides in the AP of the wireless network. At the beginning of the contention-free period (CFP), the point coordinator has an opportunity to gain control of the medium.  The PC first senses the medium. If the medium is idle for a point coordination function interframe space (PIFS) period, the PC sends a polling packet to the wireless station asking it for data packets during the contention free period. The polled station then sends the packet to the AP after a SIFS period upon which the AP sends an ACK to the polled station after a SIFS period.  If the medium is found to be busy, the AP (and hence the PC) defers access till the end of the current transmission. The AP then waits a PIFS period and sends out a polling packet to the station requesting the data packet. The polled station sends out the data packet and receives an ACK after the expiration of a SIFS period. In general back-off is not used for PCF as it operates in a contention-free mode unlike DCF.  Both DCF and PCF can be combined within a BSS, with CFP and CP alternating over time. During the CFP, PCF is used as the access mechanism and during the CP, DCF is used as the access mechanism. In most cases DCF would suffice. However, for time-bounded applications such as audio and video PCF would be needed. The PCF, though, would impose greater overhead and complexity due to the transmission of the polling packets and the additional protocols required.
The Hidden Terminal Problem

The Hidden terminal or hidden node problem is one of the most common problems in wireless networks. As every station in a wireless network has limited radio transmitting range, it cannot communicate with every other station in the network. A consequence of this is that two stations may try to communicate with the same third station simultaneously which may result in a collision at the third station.  This problem can be overcome by incorporating the RTS/CTS mechanism in the network.
RTS/CTS Mechanism

The wireless station ready to transmit is made to send a short RequestToSend (RTS) frame before each data frame transmission. A collision of the RTS frame is less probable than the collision of the actual data frame due to a difference is size. If the receiver station is ready to receive, it acknowledges the RTS frame by sending a ClearToSend (CTS) frame to the sender and thus blocks all traffic from other wireless stations. When the source receives the CTS frame, it sends the data frame as the channel has been reserved for the entire length of transmission. Finally, the receiver sends the ACK frame to the sender upon receiving the frame. Hence, using this 4-way handshake mechanism the hidden terminal problem can be resolved. 
Quality of Service (QoS) 
Quality of Service (QoS) is a broad term used to describe the overall experience a user or application will receive over a wireless network.  QoS is measured using standard parameters such as bandwidth, network availability, media access delay and Packet Loss Rate (PLR). In this paper, the performance of DCF and PCF are evaluated based on data dropped (PLR), media access delay, and throughput metrics.
4. OPNET DCF & PCF Model 

Figure 1 shows the network layout for the simulations. The model has ten wireless stations. Four scenarios of the same model are created. In one scenario of the model, the wireless stations are configured to function in the DCF mode with the RTS/CTS mechanism disabled and the center node as the AP. In the second scenario of the same model, the wireless stations are configured to function in the DCF mode with RTS/CTS mechanism enabled. This is done by setting the RTS threshold to 256 bytes. In the third scenario the RTS threshold is set to 1024 bytes. Finally, in the fourth scenario, the wireless stations are configured to work in the PCF mode with the center node as the AP.
Simulations are done for four scenarios DCF_no_rts DCF_256_rts, DCF_1024_rts and PCF. Graphs are recorded for media access delay, throughput and data dropped (PLR) for low, high and overloaded traffic conditions. This is done by varying the inter-arrival time and the corresponding load on each station. Figure 1 shows the Network layout for the OPNET model used. Table 1 and 2 list the station parameters used for the three scenarios. 
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            Figure 1: Network Layout for Simulations
5. Simulation Results 

Low Load
All simulations are run for 60 seconds.  The metrics used for evaluating the performance are media access delay, throughput and data drop rate (PLR). The simulations are run for the four scenarios under low load conditions. The inter-arrival time is set to 0.025–0.05 seconds which corresponds to an offered load of 1.7 Mbps in the network. Figures 2, 3 and 4 show the overlaid plots for the metrics in the four scenarios.

From the simulations, we can conclude that the medium access delay is the least for DCF_no_rts (Figure 2). This may be because of the fact that there is no overhead of the RTS/CTS frames involved which is not the case for DCF with RTS.  PCF records a higher delay than DCF because stations must wait to be polled before transmitting.  But as the delay is acceptable for most applications, and in all the four scenarios, good QoS is assured.  Note that another parameter sometimes considered is jitter.  Jitter is not considered in these simulations so while delay may be low on average, it is possible large values may occasionally occur that would result in unacceptable jitter.  

The throughput for the four scenarios is observed to be the same (Figure 3). Throughput is sometimes referred to as the carried load in the network. The offered load in the network is related to
throughput as:

  Offered Load = Throughput + Data Dropped (PLR).
As the offered load in the network is 1.7 Mbps and the PLR is 0 (Figure 4), the throughput is equal to the offered load. No dropped data and low delay suggest sufficient QoS for most applications.

	DCF Station Parameters
	Values

	Type of Network
	Infrastructure

	Length of Simulation
	60 seconds

	Packet Size Range
	64 -1500 Bytes

	Packet Size Distribution
	uniform_int

	Interarrival Time (Low Load)
	0.025-0.05 seconds

	Interarrival Time (High Load)
	0.0125-0.025 seconds

	Interarrival Time (Overload)
	0.00625-0.0125 seconds

	Interarrival Time Distribution
	Uniform

	RTS Threshold 
	256/1024 Bytes

	Number of Stations
	10

	Station Destination Address
	Node_0 (AP)

	AP Destination Address 
	Node_1

	Physical Characteristics
	Direct Sequence

	Data Rate
	11 Mbps

	PCF Functionality
	Disabled

	Offered Load (Low)
	1.7 Mbps

	Offered Load (High)
	3.4 Mbps

	Offered Load (Overload)
	6.8 Mbps

	Center Node (Node_0)
	Access Point


Table 1: DCF Station Parameters
	PCF Station Parameters
	Values

	Type of Network
	Infrastructure 

	Length of Simulation
	60 seconds

	Packet Size Range
	64 -1500 Bytes

	Packet Size Distribution
	uniform_int

	Interarrival time (Low Load)
	0.05-0.1 seconds

	Interarrival time (High Load)
	0.025-0.05 seconds

	Interarrival time (Overload)
	0.0125-0.025

	Interarrival Distribution
	uniform

	Number of Stations
	10

	Station Destination Address
	Node_0 (AP)

	AP Destination Address
	Node_1

	Physical Characteristics
	Direct Sequence

	Data Rate
	11 Mbps

	PCF Functionality
	Enabled

	CFP Beacon  Multiple
	1 

	CFP Offset
	0

	CFP Interval
	0.01

	Max Failed Polls
	2

	Beacon Interval 
	0.02 seconds

	Offered Load (Low)
	1.7 Mbps

	Offered Load (High)
	3.4 Mbps

	Offered Load (Overload)
	6.8 Mbps

	Center Node (Node_0)
	Access Point


Table 2: PCF Station Parameters
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Figure 2: Low Load Media Access Delay (sec)
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Figure 3: Low Load Throughput (bits/sec)
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Figure 4: Low Load Data Dropped (PLR) (bits/sec)
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Figure 5: High Load Media Access Delay (bits/sec)
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Figure 5a: Zoomed High Load Media Access Delay (bits/sec)
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Figure 6: High Load Throughput (bits/sec)
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Figure 7: High Load Data Dropped (PLR) (bits/sec)
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    Figure 8: Overload Media Access Delay (bits/sec)
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 Figure 9: Overload Throughput (bits/sec)
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Figure 10: Overload Data Dropped (PLR) (bits/sec)

High Load
High load conditions are created by setting the packet inter-arrival time to 0.0125-0.025 sec thus doubling the offered load in the network to 3.4 Mbps. Figures 5, 5a, 6 and 7 show the overlaid plots for the metrics used.

From the simulations it can be observed that, under high load conditions, the delay for PCF remains stable (Figure 5). However, the performance of DCF_256_RTS_highload is that of an overloaded network with excessive delays and packet drops which is because of the overhead involved in transmitting the RTS/CTS frame.  

The throughput is again computed as it was in the low load scenario.  PLR is about 325 Kbps for the DCF_256_RTS-high load (Figure 7) which explains the lower throughput for this scenario (Figure 6).
Overload
Overloaded conditions in the network were created by setting the packet inter-arrival time to 0.00625-0.0125 sec which equates to a load of 6.8 Mbps in the network. Figures 8, 9 and 10 show the overlaid plots for this scenario.

From the simulations above we can conclude that PCF shows the best performance (Figure 8) under overloaded conditions of the network.  This is largely because it has the greatest capacity of the protocols simulated.  DCF_256_RTS_overload records a higher delay than DCF_1024_RTS_overload due to the difference in the size of the RTS threshold. DCF_no_RTS_overload has a lower delay since there is no overhead of RTS/CTS frames involved.
PCF shows best performance in terms of throughput as well
(Figure 9) since it has the least drop rate (PLR). However, DCF_256_RTS_overload shows the poorest performance as it has the lowest capacity and therefore highest PLR (Figure 10). It is interesting to note that Figures 9 and 10 are exact opposite of each other, which qualifies the basic load equation given in the Low Load section.
6. Conclusions  
In this paper, the performance of DCF and PCF access mechanisms has been evaluated using media access delay, throughput, and data dropped (PLR) metrics. The performances were evaluated under low, high and overload conditions of the network.  It is observed that all access approaches work well in Low Load conditions.  Even QoS applications should be supportable.  PCF was shown to have the highest overall capacity and provide the most stable values of delay.  The RTC/CTS protocol always disadvantaged the performance of DCF.  However, hidden nodes were not considered in the simulations.  DCF and PCF do not provide prioritized access to the wireless medium. IEEE 802.11e is currently working on enhancing the 802.11 MAC with mechanisms like Enhanced DCF (EDCF) and HCF. Further studies of these mechanisms using OPNET will be possible once the 802.11e standard is complete. 
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