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Abstract

Downlink rate scheduling is important for CDMA networks with heterogeneous traffic. For our simulation study we have considered EDF (Earliest Deadline First) and Powered Earliest Deadline First (PEDF), two widely discussed deadline-based rate scheduling algorithms. EDF (Earliest Deadline First) serve one user per time slot with the all power based on deadline and Powered Earliest Deadline First (PEDF) can serve more than one user per time slot if there is power remaining in the system after serving the first user. We did our simulation to study these algorithms for bursty traffic. The simulation results show that PEDF outperforms EDF.

1.  Introduction
Traffic in future wireless (3G& 4G) networks is expected to be a mix of real-time traffic such as multimedia teleconferencing and voice, and data-traffic such as WWW browsing and file transfers, with users desiring diverse quality of service (QoS) guarantees for different types of traffic. This heterogeneous traffic in wireless network is making the maintenance of QoS for all the users harder.

We have only two resources for wireless communications, power and the bandwidth and both of them are limited for their respective reasons. Now to utilize these limited resources in an efficient way the concept of Scheduling comes and this will help the network in providing the services with certain QoS.

The concept of scheduling is not new in communications but it is different for wireline and wireless. Due to the imperfect, error prone and time varying channel properties of wireless, scheduling is different and complex than the wireline [4].

Next generation wireless communication will be dominated by high-speed internet traffic. Internet traffic is asymmetric nature, as the load in downlink is much higher than uplink.  Due to the asymmetrical traffic nature of internet, downlink scheduling is important issue for next generation wireless networks.

Scheduling algorithms can be classified in different ways depending on the main serving criteria. One of them is deadline based. EDF (Earliest Deadline First) and PEDF (Power Earliest Deadline First) algorithms are the two deadline based important scheduling schemes those are proposed for downlink of CDMA data networks [1] [2]. 

 The aim of this project is to study these algorithms. Incorporated with literature review this study will be mainly based on simulation. Along with the individual simulation study   of EDF and PEDF schemes for bursty traffic, there will be a comparative study between these two. It shows that PEDF outperform EDF for most of the cases.

The organization of the paper is as follows. In Section II, it will discuss some background information related to the project. EDF and PEDF will be discussed in Section III. Simulation Modeling will be in Section IV. In Section V, the result and discussion will be discussed and conclusion will in the final Section VI.
2. Background Information

2.1 CDMA

CDMA stands for Code Division Multiple Access. In CDMA, all the users use the same channel (frequency) simultaneously but use different spreading codes. All the codes have noise-like characteristics with very small cross-correlation. A receiver can separate the information received from a particular user by using the spreading code allocated to this user. Although there is small cross-correlation between the code channels but as they are using the same channel at the same time, they are causing interference to each other. This interference limits the CDMA capacity. 
Most of the known wireless MAC protocols are not specifically designed to support multimedia applications. Since a single protocol cannot often handle the throughput and latency demands of such applications, hybrid protocols [3] are designed which combine the features of more than one protocols and thus perform better. One of the hybrid MAC protocol is TDMA\CDMA.
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Figure 1: TDMA & TDMA\CDMA structure

The basic notion behind the hybrid technique is to control interference in the CDMA system using TDMA type multiplexing. Packet traffic flows generated and transmitted to mobile users are time multiplexed on spread spectrum codes. Packet transmissions in code space are scheduled to control interference among the users in each time slot in order to gain satisfactory transmission accuracy [3].
2.2 Scheduling

Scheduling is the scheme of time domain resource management. It is necessary to utilize limited resources in an efficient way. In wireless communication, we have two resources:
· Power

· Bandwidth 

Both of these are limited and that is why we need scheduling:
· To utilize these resources efficiently

· To meet the wide-ranging QoS requirements of users
QoS parameters are:

· Delay
· Throughput
· Packet loss rate
Some of the features those a scheduling algorithm has to fulfill are bellow [4]:

· Fairness: Should redistribute available resources fairly across sessions 

· Delay: Low end to end delay
· Implementation complexity: It should be reasonably simplified. 
· Isolation: QoS guarantee for a session should be maintained even in the presence of misbehaving sessions. 
Scheduler can be classified in different ways depending on the main serving criteria. Again, it can be classified in terms of way of information gathering for making scheduling decision. In this case, it is two types [1]:

· Offline: knows about all requests and all channel capacities for all times

· Online: knows about requests and capacity that have arrived up to time slot.

Offline algorithms are the optimal one and they used to judge the online algorithms.
Widely discussed online scheduling algorithms for CDMA are based on:
· Processor sharing (PS): General Processor GPS is an efficient, flexible, and fair scheduler originally proposed for use in an error-free environment. GPS possesses two desirable properties [4]:

·  It provides an end-to-end delay bound if the incoming traffic is well behaved (i.e., does not exceed its reserved rate).

Processor sharing algorithms(for downlink) which attempt to "fair share" the BS transmit power only finish up cooking the jobs uniformly and almost all the QoS performance metrics observed suffer greatly. That is why in case of delay sensitive traffic it is very difficult to maintain QoS with PS algorithms. 

· Deadline based (EDF): It is also know as Earliest Due Date (EDD). Basic of it is as bellow:
· A deadline is associated with each packet and the scheduler attempts to provide the target QoS metric by scheduling the packet transmission in the increasing order of the deadlines. 

· Typically, the packet deadlines are associated with their maximum tolerable delay. The EDF scheduler assigns each packet with a deadline, which is the sum of its arrival time and the maximum tolerable delay. 
· The earlier the deadline is, the earlier the packet can be served, and hence the higher priority the packet is assigned to get service, so packets are actually differentiated by priorities in terms of their deadlines. 

EDF scheme arouses researchers' interests due to its desirable property of being able to minimize the maximum lateness of packets, and as a result, throughput is maximized if late packets are discarded in real-time communications. EDF algorithms, which exploit job size information, and which give preference to smaller jobs (either explicitly or implicitly) outperforms PS algorithms [1]. In this project, we will study the deadline-based schemes.
3. EDF and PEDF
The Earliest Deadline First (EDF) or Earliest Due Date (EDD) and Powered Earliest Deadline First (PEDF) are the two important members of deadline based scheduling schemes described for CDMA downlink. These scheduling algorithms schedule rates to users or packets and that is why they are also known as rate scheduling.
3.1 Earliest Deadline First (EDF)

The EDF algorithm assigns all the power to the user for which the deadline of the packet at the head of queue is closest, which means that the difference (Ti-Wi) is smallest (where Ti= the deadline, Wi = the waiting time).Therefore, EDF can schedule or serve only one user per time slot [2].

Scheduling Criteria:
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Outline of the Algorithm:

The outline or sketch of EDF algorithm is as bellow:

1. Position users in space. Compute the location dependent values like path loss.

2. Generate traffic for every user.

3. for every time slot in the time scale (window):
(a)  Start with maximum base station transmission power (Pt).

(b) While there is enough power in base station (Pt>0)

i. Find the user with earliest deadline in the queues.

ii. Compute the power Pneeded needs to transmit the packet with the earliest deadline in this slot.

iii. If the maximum base station power for the traffic (Pneeded> Pt) is not sufficient to serve the whole packet then decide to serve as much as the Pt can support of the packet during this slot, put Pt=0 and go to next time slot.

iv. Otherwise (Pt >Pneeded) and serve the whole packet with earliest deadline and go to next time slot.
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Figure 2: Flow Chart of EDF

3.2 Powered Earliest Deadline First (PEDF)

Power Earliest Deadline First Algorithm (PEDF) is the modified version of the previous best scheduling schemes Earliest Deadline First Algorithm (EDF). PEDF finds the user with the earliest deadline for the head packet at beginning of a time slot and assigns required power to it and if the power is sufficient enough to serve the whole packet then it serve the whole packet and if still there is power, it finds the next user in the same way for this slot, if the power is not enough to serve 2nd packet then it will served partly with that power. So this approach decides to serve more than one user if base station has enough power to do so [2].

Scheduling Criteria:       
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In addition to the above criteria, it also utilizes the residual power for the allocation of more than one user in the same time slot.
Outline of PEDF algorithm: 

The outline or sketch of PEDF algorithm is as bellow [2]:
Primary Approach:

1. Position users in space. Compute the location dependent values like path loss.

2. Generate traffic for every user.

3. for every time slot in the time scale (window):

   (a)  Start with maximum base station transmission power (Pt).

   (b) While there is enough power in base station (Pt>0)

i. Find the user with earliest deadline in the queues.

ii. Compute the power Pneeded needs to transmit the packet with the earliest deadline in this slot.

iii. If the maximum base station power for the traffic (Pneeded> Pt) is not sufficient to serve the whole packet then decide to serve as much as the Pt can support of the packet during this slot, put Pt=0 and go to next time slot.

iv. Otherwise (Pt >Pneeded):

a. decide to serve the entire packet

b. Find the power left in the system after serving the packet (Pt=Pt-Pneeded) and go to step 3b (i) to find next user for the same slot.
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Figure 3: Flow Chart of PEDF
Now as we are choosing more than one user in the same time slot, this will introduce some interference among the users. This interference situation in PEDF can be defined in two ways:

· Packet to serve belongs to a user not served in this timeslot: 
In this situation, the interference will be similar to normal interference scenario in CDMA network. In this case a packet with Pneeded   power will serve with a rate that is a function of  Pneeded   and the interference (1- Pneeded), here interference including the overhead for other than traffic.

· Packet to serve belongs to a user already served in this timeslot: 
In this situation, a packet is going to be served belongs to a user already served in this time slot will not cause any interference to the original packet and this is true as they belong to same owner. And to utilize this situation the previous approach for PEDF has to be changed. 

The modified approach of PEDF algorithm is given bellow:

Final approach:
1. Position users in space. Compute the location dependent values like path loss.

2. Generate traffic for every user.

3. for every time slot in the time scale (window):

(a)  Start with maximum base station transmission power (Pt) for the traffic.

(b) While there is enough power in base station (Pt>0)

i. Find the user with earliest deadline in the queues.

ii. Compute the power Pneeded needs to transmit the packet with the earliest deadline in this slot.

iii. If the maximum base station power for the traffic (Pneeded> Pt) is not sufficient to serve the whole packet then decide to serve as much as the Pt can support of the packet during this slot, put Pt=0 and go to next time slot.

iv. Compute the marginal power Pm required by all previous packets that were to be transmitted during this slot, to account for the interference due this new packet i.

v. Otherwise (Pt-Pm >Pneeded):

c. decide to serve the entire packet

d. Find the power left in the system after serving the packet (Pt= Pt- Pneeded - Pm) and go to step 3b (i) to find next user for the same slot.

4. Modeling for Simulation

The primary concern of this project is to study the EDF and PEDF algorithms in terms of simulation. Modeling for the simulation has been simplified and it is as bellow:

· Traffic Modeling
For the simulation purpose, we have considered the bursty traffic and the nature of the bursty traffic has given in figure 4.
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Figure 4: Bursty Traffic

Bursty traffic can be modeled, as an On-Off source model [2] as shown in figure. On-Off durations are exponentially distributed. During the On period, packets arrive according to a Poisson process and which means their inter-arrival time is exponentially distributed. Moreover, the packet size is also exponential. For our simulation, we consider the following parameters:

· Mean On & Off periods are .09 and 1 second respectively

· Within the On period we have consider packet arrival rate 20 packets/s.

· Mean packet size 10000bits.

· System Modeling

For the system we have consider a simplified single cell model. Due to single cell model the external interferences to the concerned cell is zero. Total transmission power is constant in time and normalized to one. There are N numbers of user in the system and they could generate bursty or CBR (constant bit rate) or mixed traffic but in our case, we are considering bursty traffic only.  Moreover, each user has to meet a delay QoS requirement defined by:

Pr {Wi≤ Ti} ≥ pm
Where Wi is the waiting time and Ti is delay threshold and pm is the minimum probability with which we have to meet our constraints [2]. This actually means the probability at which users’ packet will satisfy the delay requirement.
· Mathematical Modeling

Mathematical modeling is helpful for the simulation. Using the models [2] we could write the following relation for the power Pj,i , that the mobile i receives from the j-th cell:
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This equation (1) is to calculate the path loss.

For the needed power calculation, we have used the following equation [2]:
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This actually defined the second case of PEDF and in our simulation; we have considered this for simplicity.

Where:

Pi= fraction of the traffic power for i-th user

β= fraction of the downlink power in traffic channels 

ρ = orthogonality loss factor

Σ Pn,i = External Interference

Eb/No = required bit energy to noise ratio

α = the probability that user is ON

Ri= the required data rate

As we mentioned earlier there will be no external interference and then Σ Pn,i  =0 in equation (2) and (2) become as bellow:
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5. Results and Discussion

In our single cell model, we have chosen the following parameters with respective values:

β= .5, ρ =.1, Eb/No = 5db=105/10, α = 3/8 and the system bandwidth B=5Mhz (same as CDMA 2000).

We have tested the algorithms for various delays and scheduling intervals. This testing has given a good notion about the impact of delay threshold and scheduling intervals in the performance. We have simulated the simulation for .05, .08, .1 second delay threshold and varied the scheduling interval in the range of .004, .005, .006, .008 and .01 second. Some of the results have given in this report. For the results, we have selected three parameters: Success Probability, Packet loss Probability and the Throughput and all of these plotted against number of users.

In case of success rate, it is decreases as the number of users’ increases and the reverse scenario for the packet loss rate. This is true for both the algorithms because as the number of user increases and failure rate of user’s packet due to delay also increases. If we look at result it is clear from the plots that in most of the cases PEDF support more users than EDF and this is true as in the same situation of delay PEDF can support more than one user in one time slot with remaining power.

Now if we look at the results for various scheduling intervals then it is very clear that for both the algorithms success rate increases as the scheduling interval decreases. For example: If we look at EDF result set-1, with same delay (Td=.05se) but for .006 and .01second scheduling interval at .9 success probability it can support 25 and 19 users respectively. Again, if we look at the PEDF result set-1 in the same scenario, it can support 30 and 21 respectively. This clarifies that impact of scheduling intervals in performance or user support in scheduling. For the throughput, the same situation like success rate happens and for the packet loss, it is reverse.

Again if we consider the impact of delay the scenario is reverse, if we increase the delay threshold (Td) we can support more user and this is obvious for bursty traffic as they are less sensitive to delay. For example: If we look at EDF result set-2, with same scheduling interval (Tc=.01se) but for .08 and .1 second delay threshold at .9 success probability it can support 21  and 24 users respectively. Again, if we look at the PEDF result set-2 with same scheduling interval (Tc=.008se) for .08 and .1 second delay threshold at .9 success probability it can support 36 and 41 uses respectively.
Finally, we did a comparative study between the two algorithms. From the result set for EDF vs. PEDF, we can see that at these specific situations, they are performing very closely, at .9 success probability first graph shows EDF, PEDF can support 36 and 40 users, and the second graph shows they can support same number of users (40). In addition, this result is varying from our reference paper’s result, it is because we have considered a simplified model, and there is no reference value for the scheduling intervals specified in the source paper [2]. Although at these two specific scenarios EDF and PEDF performing closely but in most of the cases PEDF better perform than EDF. For the overall throughput the PEDF always outperform EDF.

Results Set For EDF: 1
 At: Td=.05, Tc=Tc+.006 



 At: Td=.05, Tc=Tc+.01 
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Results Set For EDF: 2
Td=.08, Tc=Tc+.01



4.Td=.1, Tc=Tc+.01
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Result set for PEDF:1
 1. At Td=.05, Tc=Tc+.006



2.At: Td=.05, Tc=Tc+.01 
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Result set for PEDF:2
Td=.08, Tc=Tc+.008



Td=.1, Tc=Tc+.008 
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Result Set for EDF vs. PEDF:
 Td=.1, Tc=Tc+.005



Td=.1, Tc=Tc+.004
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Reference Graph [2]:
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6. Conclusion

Efficient Scheduling algorithms are necessary to utilize limited resources efficiently and to provide QoS. We studied two rate-scheduling algorithms EDF and PEDF for the downlink of CDMA data network. Limitation of EDF and PEDF is that they are considering continuous rate set, which opposite to the practical discrete set. Although this will degrade the user throughput but network throughput will be more or less same [1]. Two important observations from the simulation results that the selection of delay threshold and the scheduling interval is very important. Our simulation results show that in most of the cases PEDF outperform EDF this is because it utilizes the residual power to support more than one user in the same time slot. Although we studied the algorithms for bursty traffic, same thing can be done for the CBR (constants bit rate) and mixed traffic. Specially PEDF in CBR outperform EDF [2].  Using more detailed system model this project result can be make close to the reference paper’s [2] result.
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