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Abstract

Many micro-mobility protocols are being discussed in the IETF as an enhancement for Mobile IP protocol.  Micro-mobility is a big area and need further investigation.  Many design issues influence the functionality of micro-mobility protocols.  This paper presents the main aspects and issues involved in the design of a robust and efficient micro-mobility protocol.  One should compare the different proposals in the literature nowadays in terms of advantages and disadvantages to come up with a final standard that is robust, efficient, scalable and simple to implement.

1. Introduction

In the next few years, we expect to have more mobile data users who ask for more services with high-speed access and high data rates.  The challenge is to provide seamless connection with the wired part of the network, regardless of the degree of mobility the user is experimenting.  The most dominant proposal for this wireless service is Mobile IP.  Mobile IP is a protocol that interconnects the wireless host with other computers on the network by some mobility management functions and additions in the network layer.  Nevertheless, Mobile IP has some shortcomings that influence its functionality.  These mainly are caused because Mobile IP was defined as an inter-domain or macro-mobility protocol; i.e. a protocol that helps the mobile host to move from one domain to another.  Some intra-domain or micro-mobility proposals where defined in the literature in the last few years to overcome the lack of intra-domain functionality of Mobile IP.

In this paper, we will give some highlights on the meaning of micro-mobility in this context, discuss the functions a micro-mobility protocol must support and give some examples of these protocols.

The remaining of this paper is organized as follows.  In section 2, we give an overview of Mobile IP.  We then highlight the main differences between micro-mobility and macro-mobility in section 3.  After we define the functionality of a micro-mobility protocol in section 4, we introduce some of these protocols and the differences between them in section 5.  Section 6 concludes the paper with some current and future work that can be added to this area.

2. Overview of Mobile IP

Mobile IP is the standard mobility management protocol in current and future networks.  It is fully described in RFC 2002.  The related services are described in RFCs 2003 to 2006.  Mobile IP defines two IP addresses for each mobile node (MN): one for routing and the other for identification.  The first is called Care-of-Address (COA) and the other is a regular home address.  Mobile IP defines three types of operation management mechanisms.  Namely: agent discovery, registration and routing.  Each time a MN connects to a foreign network, it is assigned a COA either by a foreign agent (FA) or by other means like DHCP [6].  Once the MN has known his new point of attachment, it should register with its home agent (HA).  The HA intercepts, tunnels and delivers the packets destined to the MN at its COA, where they are detunneled (decapsulated) and delivered to the MN.

3. Micro-mobility vs. Macro-mobility

Due to hierarchal design of today’s networks that mainly divides it into many domains, the mobility support problem is divided into two sub-problems: macro-mobility or inter-domain mobility and micro-mobility or intra-domain mobility [9].  Macro-mobility is responsible of dealing with communication between different domains whereas micro-mobility is responsible for dealing with communication inside a given domain.  If we deal with the network as one level of hierarchy, many problems will arise.  For example, if we want to implement only a single protocol for such a network, the movement of mobile hosts inside one domain will cause many problems.  Namely, the signaling at the wireless network and at the core of the network (the wired part) will increase dramatically [5].  Also, it will degrade the accuracy and increase the latency of the handoff process [5].  In particular, taking Mobile IP as an example of a macro-mobility protocol (where it is the standard now [5][9]), each time a MN changes its point of attachment, it need to re-register with its HA.  This process will cause more signaling on the intermediate nodes if the MN frequently handoff from one point of attachment to another.  Also, it will cause a significant delay if the MN is far away from its HA.  In this case, the connection is no more seamless.

4. Main Functions of Micro-mobility protocols

Campbell et al [2] define the main function of micro-mobility protocols as they “aim to support fast handoff control with minimum or zero packet loss, and to minimize signaling through the introduction of paging techniques thereby reducing registration to a minimum.”  In general, the main functions that a micro-mobility protocol should support are [9][2]: handoff, paging, security support and quality of service (QoS) support.  Some authors [5] add routing, path updates and address management.  However, these are embedded in the main functions mentioned above.  We will take a closer look at the main ones.

4.1 Handoff: 


Handoff is the heart of any wireless communication system.  As in cellular telephony, data service users want to be connected all the time as they roam between different domains and access points.  Handoff is more important in micro-mobility context than in macro-mobility since the user is expected to roam more frequently inside a given domain than between domains (analogy: mobile phone user is roaming in the domain of one base station controller more often than between different domains).  Handoff must be fast enough so that the user will not encounter delays [9], especially if he is running a real-time application.  Also, the handoff process must be reliable to ensure zero, or at least, minimum packet loss [9][2][5].  The topology [7] (e.g. tree-like or mesh) and the path update mechanism of the protocol may influence the performance of the handoff process.  Other design issues such as radio behavior, movement detection and prediction, buffering and forwarding techniques, and coupling and synchronization between the IP and radio layers have an important impact on the handoff process.

There are two kinds of handoff: hard handoff and soft handoff.  Hard handoff aim to minimize the signaling and delay caused by a mobile user handing off from one access point to another in the expense of losing some packets [9].  On the other hand, soft handoff aims to minimize packet loss to zero or near zero.  This is usually achieved by allowing the MN to communicate with two access points simultaneously (if the radio access protocol underneath allow that; e.g. CDMA).  Another approach is to deliver the packets that were not received by the MN (because it started the handoff process) from the old access point to the new one.  Not all protocols support these two kinds of handoff simultaneously.

4.2 Paging:

Paging allow MN’s to operate in a power saving mode.  It is very important to locate the MN while in idle mode.  While active, the location of the MN is determined by the path of data and by the handoff mechanism.  However, when the MN is idle, there is no way to determine its location.  To be always connected, updates must be frequently sent to the network.  This would consume much bandwidth and battery power[9][2].  Paging and “passive connectivity” solves this problem by reducing the updates to the required minimum.  Another approach is to divide the domain into paging areas [2], where each area is served by several base stations (or access points).  In this case, only the approximate location of the MN is determined where we gain saving more bandwidth and battery power of the MN.  Most micro-mobility protocols support paging.

4.3 Security: 

While security may be a secondary issue in wired networks, it is  an important design must in wireless networks.  This is because the radio interface used by mobile users is easily eavesdropped [9].  Therefore, micro-mobility protocols must support security functions such as privacy and authentication.  A MN should be authenticated each time it joins the network.  Also, users’ data should be preserved [5].  These processes may have impact on handoff mechanism.  Therefore, they should be fast enough to cope with frequent handoffs [2].  One way to achieve this goal is to compromise the data to be encrypted.  For example, in [9] it is shown that it is not appropriate to encrypt control messages.  Another approach proposed in [2] is to authenticate only location update messages.  Clearly, “the security model adopted by micro-mobility protocols impact network and device performance, quality of service, manageability and the interoperation with other (possibly global) Authentication, Authorization and Account (AAA) systems”[2].  Most micro-mobility protocols include security support or a framework for its realization[5].

4.4 Quality of Service (QoS)

Quality of service in wireless networks implies that the networks can grant some guarantees to their users in terms of bandwidth, packet loss and delay.  This can be dealt with in two ways [9].  The first is to provide guarantees in the radio access layer (e.g. using radio resource admission and allocation algorithms).  The second is to provide guarantees in the mobility management layer (such as priorities in handoff and paging).  

Extending the concept of integrated services found in wired networks to wireless networks seams hard to design and implement because it needs reservation and other things that would increase the signaling in these networks (which is already high because of handoff control and paging).  Also, it would degrade the bandwidth efficiency, which is a scarce resource in wireless networks.  However, differentiated services (with some modifications) can be extended to wireless networks [2].  

Quality of Service support for micro-mobility did not receive much attention in the literature [2] although some of the protocols and proposals have this goal in mind while defining various functions (e.g. Hawaii).  

5. Protocols

Many proposals for micro-mobility management are currently discussed in the literature.  These proposals (or protocols) are categorized differently.  Eardly et al. [5] classify micro-mobility protocols into:
A. Proxy-Agent Architectures

B. Localized Enhanced-Routing Schemes:

1. Per Host Forwarding Schemes .

2. Multicast-based Schemes. 

3. MANET-based Schemes.

Another classification, found in [2],[3] and [4], classify micro-mobility protocols into: Hierarchal tunneling and Mobile-Specific Routing.  We will elaborate on the second classification.

5.1 Classification

5.1.1 Hierarchal Tunneling


In such a scheme, a distributed location database is maintained by a number of FAs.  These FAs have a tree-like structure.  The database is simply a collection of entries for visiting MN’s and is created by registration messages transmitted by MNs.  Packets destined to a MN in a foreign network are decapsulated by the root FA.  Then, they are re-encapsulated, with the root FA address as the source and sent to the lower level FA in the path toward the MN.  Each router in this path performs the same function (decapsulate and re-encapsulate the packets) until the packets reach the MN.  Usually, this type of protocol requires that the MN send new type of messages or to be aware of the hierarchal tunneling used[2][3].  An example for such a scheme is Hierarchal Mobile IP and Intra-Domain Mobility Management Protocol (IDMP).

5.1.2- Mobile-Spicific Routing


In this type, the location database is also distributed into FA’s.  However, the way it is created and maintained is different.  Moreover, routing in this scheme is also different.  There is no overhead of decapsulation and re-encapsulation as is the case in hierarchal tunneling.  Instead, mobile specific routes (like routing tables) that are maintained by FA’s are used to route packets to the specified MN.  These mobile specific routes are created and updated either using implicit signaling (as in Cellular IP) or explicit signaling (as in Hawaii).

5.2 Protocols

We will take a closer look at some of these protocols and compare the main functions supported by them.

5.2.1 Hierarchal Mobile IP:


As explained before, Hierarchal Mobile IP (also called Regional Registration Mobile IP) has a hierarchal structure.  Each FA will advertise its address as a COA along with the lineage to the MN.

Handoff

To make a handoff, the MN listens to the advertisement sent by the new FA that it wants to connect to, compares it with the lineage sent by the old FA and decides the common ancestor for the two.  The MN now registers with the new FA and no need to register with its HA (unless, of course, the HA is itself the common ancestor).  Packets are routed to the MN using general tunneling techniques found in Mobile IP.  Each FA, starting from the root, decapsulates the packets destined to a MN in its domain, re-encapsulates them and send them to the next FA in the hierarchy until it reaches the MN.

Paging
The concept of paging areas is maintained here.  The HA knows the paging area of a MN.  Upon reception of a packet destined to a MN, the HA tunnels it to the paging FA (which is the root FA), which then pages the MN to re-establish a path toward the current point of attachment[3].  The paging system uses specific time slots for paging similar to the paging concept found in second generation cellular systems [3].  More details about Hierarchal Mobile IP can be found in [6].

5.2.2 HAWAII 

Hawaii (Handoff-Aware Wireless Access Internet Infrastructure) is a domain-based protocol for supporting mobility in wide area wireless networks.  In Hawaii, each domain has a gateway called ‘domain root router’.  Once a MN enters a foreign network, it is assigned a co-located COA using DHCP.  While roaming in the foreign network, the MN retains its COA unchanged.  To cope with these movements, path is tracked by special path setup messages.  Each router in the domain (including the domain root) has a table that maintains host-specific routes for some MN’s currently in the domain; the domain root router has the full list, while other routers have subsets of these MN’s.  The path setup messages are exchanged either in power up or while roaming inside the domain.  After exchanging route information between routers following a power up of a MN, packets destined to that MN is routed using the host-based forwarding entries that has been setup shortly (if they did not time out and have been removed).  For more information about Hawaii, the structure of its network and different functionalities it supports, see [8]. 

Handoff

There are two types of path setup during a handoff: forwarding and nonforwarding.  The former is suitable for networks where the MN can listen to only one base station (e.g. TDMA), while the latter is optimized for networks where the MN can listen to more than one base station (e.g. CDMA).  

In the forwarding scheme of path setup, the old base station sends packets destined to the MN to the new base station.  During this time, the path of the newly coming packets is not diverted (at the crossover router) to the new base station until the connection with the old station is released.  

In the non-forwarding scheme, however, the path of the new packets destined to the MN is diverted to the new base station as soon as the path setup message reaches the crossover router.  In this case, the crossover router dualcasts the packets to both the old and new base stations.

Paging

Hawaii defines the concept of paging areas.  Each paging area consists of a number of base stations.  The MN can have three states: active, standby and null.  Each router and base station has paging cache and a soft-state routing cache.  While handed off from one base station to another, the MN updates its entries in the routing cache around the network (in the routers involved).  Similarly, if the MN goes from one paging area to another (while in standby state), its entries in various routers and base stations are updated to the new paging area.  Refer to [9] for more about paging in Hawaii.

5.2.3 Cellular IP 

Cellular IP is another intra-domain, routing-based protocol that is responsible of micro-mobility management, passive connectivity and handoff control.  The cellular IP network is connected to the Internet via a gateway router.  A MN joining this network will use the IP address of the gateway as its COA.  Packets destined to that MN will be tunneled to the gateway.  The gateway will then detunnel these packets and send them to the appropriate base station where the MN is currently connected.

Unlike Hawaii, where location management is done through specific path setup messages, Cellular IP use regular data packets transmitted by the MN to establish host location information (soft-state routes). More details about Cellular IP can be found in [1].
Handoff

There are two types of handoff in Cellular IP: hard handoff and semi-soft handoff.  In the hard handoff algorithm, the objective is to have fast and simple (in terms of signaling) handoff but at the price of some packet loss.  Once the MN decides to handoff to a new base station (based on signal strength measurements), it sends a route-update packet (which is an empty data packet) to the new base station, which in turn updates its soft-state routes for this MN and sends the route-update packet up to the cross-over point between the old and the new base stations (the gateway in the worst case).  Each router in the path to this point also updates its tables.  The new route can now be used to transmit packets for this MN.  During this time (called handoff latency time) some packets on the old route may be lost.

In semi-soft handoff, the MN sends a semi-soft packet to the new base station and remains listening to the old base station.  After a period of time (called semi-soft delay), where the new configuration for the new route is expected to be finished, the MN performs a regular handoff.  This delay ensures that at the time the handoff occurs, the MN’s download packets are delivered through both the old and new base stations.

Paging

When the MN is in on idle state it periodically transmits paging-update packets to the base station that offers the best signal quality.  These packets are routed all the way up to the gateway.  These packets have an effect of updating paging caches in the base stations, routers (that are at the path toward the gateway) and the gateway.  Packets addressed to a MN are routed using soft-state routing cache.  If this cache does not have an entry for a specific MN (e.g. because they were deleted after a time-out or the router is not aware about the existence of this MN in the domain), the paging cache is used.  If there is no paging cache entry for this MN either, the router will broadcast these packets through all its interfaces except the one they came through.  Obviously, paging-timeout period (after which the paging cache entries are removed) should be greater than active-state timeout period (after which the soft-state routing cache mappings are removed).

5.3 Comparison

Hierarchal tunneling protocols introduce an overhead of tunneling and re-tunneling of packets destined to the MN [2][4].  This is not the case with routing-based schemes where packets are decapsulated at the gateway and routed, without further tunneling, to the MN’s.  On the other hand, in routing-based schemes, the forwarding table entries have to be replicated in all nodes on the uplink path, as opposed to selected nodes as in hierarchal tunneling-based schemes [4].  Also, the single gateway topology of routing-based protocols makes it less robust for failures in the gateway, unlike tunneling-based protocols where more than one gateway FA can be designated for one micro-mobility domain [4].

However, these features of hierarchal tunneling-based protocols may not compensate for the delay and packet loss introduced by the process of tunneling and re-tunneling.  In [3], Campbell et al show simulation results for the three protocols: hierarchal MIP, Cellular IP and Hawaii.  The results show performance advance in favor of Cellular IP and Hawaii in terms of packet loss during handoff.  

Cellular IP and Hawaii have similar performance since they have similar strategy for updating routes during handoff [3].  The main difference between the two is the way of performing this.  While this is done using explicit signaling in Hawaii, data packets are used to do this function in Cellular IP.

6. Conclusion

In this paper, we introduced the concept of micro-mobility management.  We highlighted some differences between micro-mobility and macro-mobility functionalities.  Some functions of micro-mobility protocols along with some examples were introduced briefly.  

Many areas remain open for further investigation.  Coupling between different layers is proposed in the literature; namely, between radio access layer and network layer to trigger handoff events.  “There is a need for an open radio API that captures the essence of each wireless technology without exposing complex link specific details” [2].  Also, more work on quality of service in micro-mobility protocols should be done to cope with the different needs of users especially that most of wireless services will be sold.
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