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Abstract

Testing System-on-Chips involves applying huge amounts of test data,
which is stored in the tester memory and then transferred to the cir-
cuit under test (CUT) during test application. Therefore, practical
techniques, such as test compression and compaction, are required to
reduce the amount of test data in order to reduce both the total test-
ing time and the memory requirements for the tester. In this work,
test set compaction for combinational and sequential circuits based on
test vector relaxation will be investigated.

1 Introduction

Advances in the semi-conductor process and design technology paved the way
for System-on-Chips (SoCs). Traditional IC design, in which every circuit is
designed from scratch and reuse is limited only to standard cell libraries, is
more and more replaced by the SoC design methodology. However, this new
design methodology has its own challenges. A major challenge, currently
faced by engineers, is how to reduce the increasing volume of test data.
Basically, there are two approaches: compression and compaction [47]. In
the first approach, test data is kept compressed while it is stored in the
tester memory and transferred to the SoC. Then, it is decompressed on the
chip under test. This reduces the memory and transfer time requirements.
In the second approach, however, the objective is to reduce the size of a test
set while maintaining the same fault coverage. This approach contributes
more to the reduction of test application time.
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Test compaction techniques are classified into two categories [47]. The first
category includes algorithms that can be integrated into the test generation
process. Such algorithms are referred to as dynamic compaction algorithms.
On the other hand, the second category includes algorithms that are ap-
plied after the test sets have been generated. Such algorithms are referred
to as static compaction algorithms. There are many approaches to static
compaction of a given test set as will be shown in the subsequent sections.

Given a test set T with single stuck-at fault coverage FCT for a circuit (Com-
binational or Sequential), the static compaction problem can be formulated
as to find another test set, T ∗, for the same circuit such that FCT ∗ ≥ FCT

and |T ∗| < |T | [39]. It should be pointed out that in the above definition,
there is no constraint on the individual fault coverage of each test vector
and the proximity between the test vectors of T and T ∗. That is, the fault
coverage of each test vector needs not remain intact and T ∗ needs not be a
subset of T .

This work first reviews the Static Compaction techniques that have recently
been published in the literature for Sequential and Combinational Circuits.
Each review is followed by the proposed techniques for the thesis work.

2 Static Compaction Algrithms for Sequen-

tial Circuits

Compaction of Sequential Circuits is achieved by Dynamic and Static Com-
paction techniques. Dynamic Compaction techniques [1], [2] incorporate
heuristics aimed at producing short test sequences into the test generation
process. On the other hand Static Compaction procedure is applied as a
post-processing step to test generation process.

Static Compaction offers the following unique opportunities in sequential
circuits test generation.

• It may be applied to test vectors generated by any ATPG tool. Thus
it does not modify the test generation procedure.

• It may be applied after dynamic compaction to further reduce the test
size.

• It can be applied on test sequences generated by simulation based tech-
niques.
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• The shortest test sequence for sequential circuits are generated by static
compaction techniques.

For the above reasons Static Compaction is more popular in sequential cir-
cuits than Dynamic Compaction.

The following section reviews some of the known techniques for static test
compaction for sequential circuits.

2.1 Insertion, Omission and Selection

Pomeranz et. al proposed three different techniques for Static Test Com-
paction in [3] and [4] respectively. The techniques are Insertion, Omission
and Selection.

Insertion reduces the test length by removing the states that repeat itself
while detecting a single fault. Thus removing such test vectors reduces the
test length without reducing the fault coverage. Insertion operation can be
better understood by the following example. Consider a fault f ∈ Fdet with
detection time udet(f) (faults having higher detection time are preferred).
Let uj and uk be two time units such that uj < uk ≤ udet(f) and such that

Sj/S
f
j = Sk/S

f
k (i.e., Sj = Sk and Sf

j = Sf
k ). Since Sj/S

f
j = Sk/S

f
k , the time

unit from uj to uk−1 only serves to take the fault-free/faulty circuit back
to the states at time unit uj and the test set T detects the fault f even if
the subsequence is removed from T. The sequence obtained by omitting T[uj,
uk−1] from T is T[u0, uj−1] ◦ T[uk, uL−1], where uL is the time unit of the last
test vector in the test set and ◦ denotes the concatenation of subsequences.

Using this approach a new test sequence is defined where the fault f is
detected earlier, as follows: The subsequence T[uk, udet(f)] is duplicated and
inserted at time unit uj. As a result, the detection time of f is reduced from
udet(f) to udet(f)-(uk-uj). The remaining part of the sequence, T[uj, uL−1],
is pushed to the right. Therefore the new subsequence is as follows:

T ′ = T[u0, uj−1] ◦ T[uk,udet(f)] ◦ T[uj, uL−1]

The above operation is known as insertion operation. The insertion operation
increases the total length of the test sequence; however, it allows us to reduce
its effective length by reducing the highest detection times. The shorter
sequence T[u0, uLeff−1] is then used instead of T .
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The above step is the basic insertion operation as applied to the fault having
the highest detection time. This operation is repeatedly applied to all the
faults in decreasing order of detection time, using the test sequence formed
by consecutive insertion operations. The algorithm applies the insertion op-
eration (repeatedly) until further compaction or increase in fault coverage is
possible. However, this is also bounded by an upper limit on the length of
test set.

Experiments show that insertion reduces the test size and because of con-
catenation of subsequences, improves the fault coverage. But the drawback
is the large number of fault simulations, which increase the execution time
of the algorithm.

Omission considers the removal of a test vector ti followed by fault simula-
tion (considering all the faults) of the new sequence formed by the omission
of vector ti. If fault simulation shows reduction in fault coverage, the algo-
rithm restores the test vector ti and moves to the next vector ti+1. Thus test
vectors whose removal does not affect the fault coverage are removed from
the sequence.

The algorithm considers test vectors in original order (as generated by ATPG)
of their appearance for removal. It achieves highest level of compaction in
comparison to Insertion and Selection. Omission checks each and every vec-
tor for its possible removal which requires prohibitively large number of fault
simulations (equal to the number of vectors in the test set), making the
algorithm expensive in terms of execution time.

In [3], binary search technique is proposed to reduce the number of fault simu-
lations, the algorithm quickly traces an inert subsequence (inert subsequence
is one whose removal does not reduce the fault coverage). Binary search
technique is applied to locate a removable test vector and checks the removal
of inert subsequence (found by each step of binary search) thus reducing the
number of fault simulations.

Selection begins by fault simulating the whole circuit without fault drop-
ping, it then locates those subsequences that detect maximum number of
faults. It then uses a covering procedure to determine the minimum number
of test vectors that detect all the faults in the circuit. The best subsequence
is one that detects maximum number of faults with minimum number of test
vectors.
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The algorithms finds the starting and ending point of each fault by simulating
the circuit L-1 times without fault dropping, where L is the length of test
sequence. Thus each time unit is used as the starting point of fault simulation
without fault dropping. The algorithm then solves a covering problem to
return the smallest possible test set size.

Selection uses fault simulation without fault dropping which is a very expen-
sive step in terms of storage requirement. A large number of fault simulations
makes it slow as well.

Experiments conducted on the three algorithms show that Omission gives
the highest level of compaction followed by Selection and then Insertion.
The execution time is not reported, but as discussed, all the algorithms
rely heavily on fault simulations making the procedures slow and therefore
infeasible for large industrial circuits.

2.2 State Traversal

The idea of Insertion is extended by Hsiao et. al. in [18] and [19]. The author
has criticized the techniques in [3] and [4] as they require large number of fault
simulations and therefore are impractical for large circuits. The proposed
static compaction technique relies on the fact that a test set generated by
ATPG goes through a small number of states, and some states are frequently
revisited.

The number of states visited by a test set are small in comparison to the total
number of test vectors for most circuits. The authors concluded that many
subsequences that start and end on same states exist within these test sets.
Test sets generated by various test generators exhibit similar phenomena.
The subsequences that start and end on the same state may be removed
from a test set if certain conditions are met. The algorithm is not effective
for circuits having few repeated states. The technique is fast as it only
requires two fault simulation passes through the test set for compaction.

Some of the important definitions stated in the work include the following:

• A State-Recurrence Subsequence Trec is a subsequence of vectors T[vi,
vi+1,...,vj] such that the fault free states reached at the end of vectors
vi−1 and vj are identical.

• An Inert Subsequence, Tinert is a state-recurrence subsequence Trec[vi,
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vi+1,...,vj] such that no additional faults are detected within the subse-
quence Trec.

• Given a fault-free state S, the error vector Ef for a particular fault f
is equal to S ⊕ Sf , where Sf is the corresponding faulty state for the
same time frame.

• Given two identical fault-free states S, the error vector Ef for a fault f
covers another error vector E ′

f for the same fault and state if Ef

⋃
E ′

f

=Ef .

A number of criterion considered by the algorithm Inert Subsequence Re-
moval, ISR to reduce the test set size are mentioned, which are as follows:

1. For an inert subsequence T[vi, vi+1,...,vj], if faulty state Si−1
f at the end

of time frame i-1 and faulty state Sj
f at the end of time frame j are

identical for every undetected fault f which is activated at time frames
i-1 and j, Tinert can be removed. The point is illustrated by figure 1.

2. For an inert subsequence Tinert[vi, vi+1,...,vj], if error vector Ej
f at the

end of time frame j covers Ei−1
f at the end of time frame i - 1 for every

activated fault f and the additional fault effects propagated at time
frame j do not lead to detection, Tinert can be removed.

3. For an inert subsequence Tinert[vi, vi+1,...,vj], if error vector Ei−1
f at the

end of time frame i-1 covers Ej
f at the end of time frame j for every

activated fault f, Tinert can be removed if the additional fault effects
propagated at time frame i-1 do not cause fault masking in time frames
starting at frame j+1 as shown in figure 2.

4. For an inert subsequence Tinert[vi, vi+1,...,vj], if neither error vectors
Ei−1

f and Ej
f cover the other, conditions imposed on activated faults in

both criteria 2 and 3 (mentioned above) need to be satisfied in order
for the inert subsequence Tinert to be removed.

Authors have identified easy faults as ones which have multiple detection
times, and require few constraints on value of input and memory elements.
Since these faults are detected multiple times, subsequences exclusively de-
tecting such faults (after being detected once) can be safely removed. The
algorithm Recurrence Subsequence Removal, RSR proposed to remove
such subsequences first fault simulates without fault dropping (to know ex-
actly the number of times each fault is detected) and then checks for the
following four constraints:
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(b)

Figure 1: Criteria 1: Inert Subsequence Removal [18]

1. All faults within Trec have detection subsequences that do not overlap
with Trec.

2. For each fault active at the end of time frame j, if error vector Ej
f at the

end of time frame j covers error vector Ei−1
f at the end of time frame

i-1, and the additional fault effects propagated at time frame j do not
lead to detection.

3. For each fault active at the end of time frame i-1, if error vector Ei−1
f

at the end of time frame i-1 covers the error vector Ej
f at the end of

time frame j, the additional fault effects propagated at time frame i-1
do not cause fault-masking in time frames starting at time frame j+1.

4. For each fault active at the end of time frame i-1 and j, if neither error
vector Ei−1

f nor error vector Ej
f covers the other, conditions imposed

on activated faults in 2 and 3 (mentioned above) are satisfied.

The last three conditions are not necessary conditions, since faults which
violate these conditions may be detected multiple times.
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Figure 2: Criterion 3 illustrated [18]

The results of algorithms ISR, RSR and their combination CSR shows that
the compaction achieved is marginal as compared to Omission and other
algorithms known for producing compact sequences, but the run time is
far less than those algorithms. Amongst the three algorithms CSR mostly
produced more compact test sequences consuming marginally higher time.

The above idea is extended in [20] by Hsiao et. al. This algorithm takes into
account the fact that State Relaxation gives even more opportunity of finding
inert and recurrent subsequences. State relaxation refers to relaxing the flip
flops of the circuits without reducing the fault coverage. The procedures in
[18] are applied after getting the relaxed state of the circuit, which allows for
even more compaction.

Experimental results show significant improvement in compaction achieved
by the algorithm as compared to that in [18] for most of the circuits. The
runtime of the algorithm is marginally higher than those in [18].
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Figure 3: RSR Algorithm: Criterion 5 illustrated [18]

2.3 Vector Restoration

Vector Restoration based procedure is proposed by Pomeranz et. al. [6], [7],
[8] which has given a new direction to static compaction of test vectors for
sequential circuits. Lots of techniques are developed using the idea proposed
by the authors in this work.

The main motivation behind this work came from the vector omission tech-
nique. For many test sequences it was observed that the test length after
compaction was less than half of the original test length. This suggested that
it might be faster to decide which test vectors must be retained in the test
sequence in order to maintain the fault coverage, instead of deciding on the
test vectors that might be omitted. This technique in principle first omits all
the test vectors and then restores only those necessary to maintain the fault
coverage.

Restoration of test vectors refers to the fact that all test vectors are first
removed from the list and then are restored considering each fault one after
the other, until the fault under consideration is detected.

The algorithm (procedure 1) proceeds as follows:

• The algorithm first fault simulates the circuit and marks the detection
time of each fault together with the fault being detected.
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• It then keeps the initial vectors that completely specify the state of the
circuit and omits the rest, this is also called Synchronizing Sequence.
Thus the initial vectors ensure that the circuit states are fully specified.
This sequence is used to restore test vectors for every fault, since faults
are not considered in a specific order, therefore the states of the flip
flops for each subsequence is specified by the synchronizing sequence.

• It then omits all the test vectors from the list of compacted test vectors.

• The algorithm then restores as many test vectors as required to detect
the targeted fault. Different measures to select a fault for restoration
are considered, for e.g. it could be selected: randomly, faults detected in
decreasing order of detection time; procedure 1 uses the second criteria
(also referred as Reverse Order Restoration (ROR)). The algorithm
restores consecutive vectors near the test vector that detects the fault
until the fault(s) under consideration is detected.

• Once test vectors for all the faults are obtained, fault simulation is
performed to ensure that all faults are detected.

• If there are faults that were originally detected but are not detected
by the compacted sequence, then additional test vectors are restored to
detect them. It is possible that faults detected earlier by the compacted
sequence may become undetected at later stage. This is because of
sub-sequence concatenation necessary to create the final test set; the
subsequence looses the synchronizing sequence that was initially used
to restore the subsequence after it is concatenated to other test vectors
in the final test set.

• Once all the faults are detected by the compacted test set, the algorithm
physically omits all the test vectors which are no longer needed for
detection of any fault in the circuit.

Authors have made modifications to the above procedure by introducing
algorithms 1E and 1R. Procedure 1E is same as the above procedure, however
it does not use the synchronizing sequence. Procedure 1R, on the other hand
selects faults (for vector restoration) in random order, however it uses the
synchronizing sequence introduced in procedure 1 (described above).

The fact that some earlier detected faults by the compacted sequence may
become undetectable is the motivation of procedure 2. Procedure 2 considers
a constant number of faults in one pass and restores test vectors for them.
If any of the fault is undetected later, additional vectors are restored right

10



away before considering next group of faults. The author has used a group
of five faults and synchronizing sequence is used with the procedure.

Experimental results show that Procedure 1R gives the highest level of com-
paction amongst procedure 1, 1E, 1R and 2, but has the highest execution
time, however 1E has the smallest execution time. Procedure 2 gives more
compaction than procedure 1 in many cases but the time is larger than 1 and
1E.

Authors have proposed two schemes to speed up the restoration process. In
these procedures several faults having same detection time are considered in
parallel using parallel fault simulator HOPE [9].

Two schemes are proposed REST-RO64 and REST-SO64. The first considers
64 faults in random order while the second considers 64 faults in sorted order
of decreasing time for restoration.

Experimental results show that the level of compaction is highest, even higher
than omission-based compaction. The time to execute, however, is not re-
ported. It is shown that the combination of REST-RO64 and REST-SO64
gives the best level of compaction.

Some of the advantages of restoration are:

• It is faster than vector omission technique, and some derivatives of
restoration even achieve higher level of compaction than omission.

• An undetected fault is considered and vectors are restored to detect this
fault only, which is cheaper than omission where a vector is removed
and then fault simulation is carried out considering all the faults.

• The restoration of vectors considering faults in decreasing order of their
detection time, depicts covering problem thus vectors for hard-to-detect
faults (hard-to-detect faults tend to have higher detection time) take
easy-to-detect faults into account. Therefore easy-to-detect faults have
a good probability of being detected during restoration of test vectors
for hard-to-detect faults.

• Concatenation of vectors may allow detection of faults which were not
detected originally by the ATPG.
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2.4 Hardware Reset Scheme

Hardware reset scheme is proposed by Higami et. al. [5] for sequential test
set compaction. The authors have defined reset state by moving 0 to all flip
flops in the circuit. Two schemes are proposed i.e. High-Cost and Low-Cost
approach. The first approach does fault simulation without fault dropping
while the second approach drop faults during fault simulation.

Both approaches categorize test vectors as removable and un-removable test
vectors. In the High-Cost approach the number of removable vectors found
are higher than the Low-Cost approach. A subset of removable vectors are
then replaced by a reset state by logic simulation followed by fault simulation.
The level of compaction achieved by the high-cost approach is consequently
higher than the low-cost approach.

The two approaches classify the test vectors as First Fault Detecting vector
(FFD: the first test vector that propagates the fault to some output of the
circuit) and Fault Propagating vector (FP: the test vector that either excites
the fault or propagates it to another FP or FFD vector). The authors then
define either FP or FFD as un-removable while the rest as removable vectors.
The figure illustrates the differences between FP and FFD.

Figure 4: Faults Propagated and Detected [18]

Once the set of removable and un-removable vectors are obtained, the remov-
able vectors are replaced by Reset State and logic simulation is done to check
the state of un-removable vectors. The replacement is accepted only if the
state of un-removable vectors is not changed by the replacement of removable
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vectors with the reset state. Thus logic simulation helps replacing removable
vectors which do not affect the current state of un-removable vector. The
removable test vectors which affect the current state of un-removable vectors
are checked by fault simulation to ensure whether they are essential or not.
Fault simulation also helps validating the fault coverage and thus attesting
the removal of test vectors after logic simulation.

In the case of high-cost approach a detection matrix is made using fault
detecting vectors and a covering problem is solved using a greedy algorithm
to get a minimum number of test vectors detecting all the faults. Since fault
simulation with out fault dropping is an expensive procedure, the authors
have used a threshold value to detect a fault a certain number of times, thus
the fault is dropped after the threshold value.

The compaction results are compared with Reverse Order Restoration (ROR)
technique. The compaction achieved by the low-cost approach is comparable
to ROR for most of the circuits, but with an overhead of introducing reset
states. On the other hand compaction achieved by the high-cost approach
is significantly better than ROR with an expense of introducing reset states
and fault simulation without fault dropping. The run time of the high-cost
approach is more than double to that of the low-cost approach.

2.5 Vector Replacement

Pomeranz et. al. have proposed a number of schemes in [10], [11] to take a
compaction procedure out of saturation. Any static compaction procedure
applied to a circuit is said to be saturated when its consecutive passes do
not result in any further compaction. This procedure can be applied with
any static compaction procedure to help overcoming saturation thus allowing
higher level of compaction.

Two main schemes VERSE-C and VERSE-H are presented in this paper,
each scheme comprises of a number of sub-schemes. VERSE-C (VERSE-
Combined) replaces a vector in compacted test set TC with another vector
(from a set C ) generated by the scheme proposed in [12]. The vectors gen-
erated by [12] give a wider domain of vectors together with states that may
be used to replace certain test vectors in TC .

The vectors in TC have a specific state Si on its memory elements and simi-
larly the vectors in C have states Csj for each test vector.
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The algorithm first compares and determines the distance D between the
states Si of input vectors of the set TC to that of states Csj of vectors of set
C. For example, suppose that the state and input vector of test vector from
TC is Si = (01x) and ti = (01), and Csj = (000) and Cj = (00) are the states
and input vector respectively from C, then the distance D will be 2, as the
states differ from each other in two places.

The value of D has an upper limit called DMAX which is the maximum
number of states the algorithm allows to differ in between vectors from the
two sets.

VERSE-C has many different versions, which are explained as:

• The first procedure replaces test vectors in compacted set in order one
after the other and tries to replace with vectors from C, using the value
of DMAX in increasing order, from zero onwards, ensuring that ti �= Cj.
The two vectors together with the states are replaced.

• This is followed by fault simulation and a vector is restored whenever
the replacement reduces the fault coverage.

• This step is followed by the application of compaction algorithm (which
has to be taken out of saturation) and then higher values of D are also
tried.

• The second version of VERSE-C is same as first, but vectors are applied
in reverse order of their appearance. The test vectors towards the end,
usually detect hard-to-detect faults and thus replacing them allows
detecting easy-to-detect faults and therefore more compaction.

• The third version replaces those test vectors at which the fault is de-
tected i.e. propagated to one of its outputs. This reduces the number
of replacements and thus fault simulations.

• The fourth version is identical to third but the faults are considered in
reverse order.

Pomeranz et. al. experimented with various procedures and various values of
D indicate that procedure 2 is effective during the first few iterations since it
achieved relatively low test lengths at relatively lower run times during these
iterations. Procedure 1 or 3 is typically preferred for the later iterations.
Based on these conclusions, procedures 1, 2 and 3 are combined. Procedure
4 did not have any advantage over the other procedures and is not used. The
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main algorithm of VERSE-C combines the three algorithms and applies in
order, procedure 2, 1, and then 3.

VERSE-H (VERSE-Holding) on the other hand does not make use of any
test set produced by another algorithm for replacement of test vectors but it
uses the same compacted set. VERSE-H also has two versions, which are as
follows:

• The first version replaces a vector ti by ti−1 for every i ∈ the given test
set. The algorithm then restores the test vector whose replacement
reduces the fault coverage. For example the sequence (00,01,10,11) will
be changed into (00,00,10,11) and then into (00,00,00,11).

• The second version of VERSE-H replaces the vectors starting from
the end of the sequence. Therefore the sequence (00,01,10,11) will be
changed into (00,01,11,11) and then into (00,11,11,11).

The main algorithm of VERSE-H combines the two approaches and starts
with the second version and then switches to the first (in this way keeps
switching between the two algorithms). This is done until the compaction
algorithm can not further reduce the test sequence in allowable number of
passes, after which the algorithm terminates.

Results show that VERSE-C has performed better than VERSE-H in most
of the cases. However, there are few circuits for which the opposite is true.

The authors propose the use of VERSE-C and VERSE-H together, by ap-
plying one after the other.

These schemes use a large number of fault simulations and should be used
only when the level of compaction is highly desirable and time to reach the
solution may be sacrificed.

2.6 Sequence Re-Ordering

Sequence Re-ordering is proposed by Pomeranz et. al. in [13] as another
static compaction technique. The scheme can be applied alone or as a pre-
processing step applied before some other compaction algorithm. This can
also be used to take an algorithm out of saturation and therefore a continu-
ation of the work proposed in [10] and [11].
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The procedure reorders the test vectors with the aim of achieving higher level
of compaction while maintaining the fault coverage of the test set generated
by the ATPG.

The procedure consists of two phases, the first phase, called Sequence Re-
ordering, divides the vector set into equal sized partitions called subse-
quences. The optimal number of partitions, found by experiments is 7.

The partitions are then used to fault simulate the circuit starting from un-
known initial states. The faults detected by each subsequence is recorded.

These subsequences are then concatenated, subsequences in consecutive order
are concatenated together, to detect remaining faults which require larger
number of test vectors for detection. This step requires fault simulation
without dropping, to know which faults are detected by concatenating a
unique pair of consecutive subsequence.

The above step reduces the number of sub-sequences in comparison to the
original number, generated by the initial vector partitioning step.

The second phase of algorithm called Subsequence Reordering takes the sub-
sequences from the previous step and then permutes them. The optimal
permutation is one which detects all the faults using minimum number of
test vectors.

For example, phase 1 of the algorithm gave 3 self-initialized sub-sequences.
The second phase would permute, therefore giving 3! combinations of sub-
sequences of test vectors. It would then find the optimal arrangement such
that all the faults are detected using minimum number of test vectors. Thus
compacting the test sequence.

The procedure applied alone gives little compaction. However, it gave better
results when applied as a preprocessing step before Sequence Counting [15]
and Restoration [6] based approach.

As mentioned above, the technique applied alone does not give good results
and therefore should be applied as preprocessing step or to take an algorithm
out of saturation. The run time of compaction when two or more algorithms
are applied together increase tremendously and therefore is neither shown
in the paper nor is the objective of the scheme proposed. Therefore, the
algorithm is only preferred when the level of compaction is the only objective.
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2.7 Chronological Order Enumeration

An improvement on the level of compaction achieved by vector omission
technique is shown by Pomeranz et. al. in [14], [15]. In this paper, authors
have experimented with reordering of test vectors to achieve better level of
compaction.

This approach, referred to as Chronological Order Enumeration in [14] and
Sequence Counting in [15], omits test vectors from the test sequence and
reintroduces them at a later time. Reintroduction of vectors helps reduce
the compacted test sequence length beyond the length that can be achieved
if vectors are omitted permanently.

The algorithm follows the following sequence of steps:

• The basic step of the proposed procedure consist of replacing a vector
ti at time unit i by a vector tj, where j > i. The selection of tj is
random.

• If the above step reduces the fault coverage of the test, then the original
sequence is restored, otherwise the change is accepted.

• Another variation proposed in the same paper is Sequence Reduction.
The main motivation came from the fact that replacing a vector with
only higher indexed vector gives very little opportunity for replacing
test vectors existing towards the end of the set. In this algorithm, the
vectors in compacted test set are replaced by lower indexed vectors
from the same test set; lower indexed vectors have higher probability
to be replaced by higher indexed vectors from the original test set.
Therefore, replacing a vector with a lower indexed vector contributes
to more shuffling and therefore provides more chances of compaction.

• The above procedures are called a number of times, thus if the test
length is not reduced during a pre-selected constant, the algorithm
terminates.

Results show improved level of compaction as compared to Omission and
Restoration but the time to execute is higher than both of them.

2.8 Accelerated Restoration and Segment Pruning

A number of algorithms are proposed on the concept of Restoration [6].
Segment Reordering and accelerated restoration is discussed in [16]. The
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authors have divided restoration in two phases i.e. Segment Validation
and Segment Refinement, which are as:

1. The algorithm begins with the initial fault simulation of the circuit and
records the states and time units whenever a fault is detected.

2. In the validation phase, a target fault is selected and the algorithm tries
to locate a near-accurate starting point of the subsequence detecting
the fault. The algorithm initially starts locating the starting point of
the fault either from last fault’s starting vector (in case there exists a
detected fault before the current target fault) or it simply starts from
the last test vector in the test set (if the fault under consideration is
the first target fault).

3. The algorithm then jumps back by subtracting 2i, where i = 0,1,2,...,
from the starting point until it detects the target fault.

4. It keeps track of the point where it last made the unsuccessful (kept as
min) and successful (kept as max ) attempt while fault simulating for
the target fault.

5. The Validation is followed by Refinement phase, where the algorithm
exactly locates the starting point of subsequence detecting the fault.

6. The variables min and max are used by refinement phase to fine tune
its search. The algorithm keeps moving to the middle of the two values
until the exact starting point is obtained. This is why the second
phase is called Refinement (the algorithm refines the starting point of
the subsequence detecting the fault).

7. This scheme, also known as 2-φ (two-phase) restoration, therefore gets
the self-initializing subsequences of each fault, which are concatenated
to get the compacted test set. Thereby accelerating the restoration
process considerably.

The idea is extended by the same group of authors in [17]. This paper extends
the idea of two-phase restoration to Overlapped Restoration which is followed
by Segment Pruning procedures.

Overlapped Restoration comprises of overlapped validation and overlapped
refinement. The idea of overlapped validation is simply to target faults to-
gether, that have overlapping subsequences. Therefore, two faults f2 being
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detected by subsequence v3 to v12 and f3 being detected by subsequence
v2 to v5, have overlapping subsequences and they may be targeted together
in the validation phase of the algorithm. Thus the target fault list is kept
flexible and additional faults are added to the list if they have overlapping
subsequences.

The target faults and the segments found in the previous phase are passed on
to the overlapped refinement phase (second phase of restoration). It again
tries to optimize the segment size (size of subsequence detecting the target
faults) considering the target faults. However, during the refinement phase
the algorithm fine tunes the detection time of the segment, thus considering
all the target faults, by similar method as described in [16].

The overlapped restoration is followed by segment pruning procedures. Two
segment pruning procedures are defined by the authors, which are described
as:

• Basic Segment Pruning algorithm which takes a subsequence/segment
detecting a fault(s) and starts removing/clipping vectors from the be-
ginning of the segment. The algorithm keeps removing vectors until all
faults are detected.

• The second algorithm Advanced Pruning however, drops vectors from
the segment rather than removing them only from the boundaries. For
each iteration, simulation is done starting from a known initial state,
to check the detection of fault if certain vectors are removed from the
segment. This can be understood as application of Omission technique
inside each segment; this gives more compact test segments.

• Advanced Pruning results in self-initializing segments that detect a
number of target faults. Therefore, segments considered afterwards are
independent of previous segments and thus need not to be considered
during subsequent fault simulation passes. This reduces the overall
number of fault simulations.

Experiments are conducted to compare the algorithms presented in [16] and
[17] called SECO, to that of Restoration [6]. The following conclusion can
be drawn based on the results presented by the author:

• In comparison of Overlapped Restoration with Restoration, Overlapped
Restoration has produced similar results in terms of the level of com-
paction but the execution time is significantly smaller.
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• Restoration was applied to large industrial circuits and could not pro-
duce results in 2 CPU days while SECO produced results in reasonable
amount of CPU time.

• SECO is 5 to 30 times faster than Restoration on ISCAS circuits while
for large industrial circuits it is 20 to 50 times faster than restoration.

2.9 SIFAR

SIngle FAult Restoration (SIFAR) is proposed by Lin et. al. in [46]. It uses
the basic idea of restoration of test vectors (subsequences) to detect the fault,
which are then concatenated to the compacted test set.

SIFAR considers a single target fault (in decreasing order of their detection
time) and restores test vectors for each fault until the fault is detected. If
there is more than one fault detected by the original test sequence at a single
simulation time, then only one of them is considered as a target fault. Test
vectors that detect the target fault are restored and concatenated to the
compacted test set. SIFAR may not restore test vectors for all the faults in
a single pass i.e., some of the faults may remain un-detected. Such faults
are considered in the subsequent passes of SIFAR. The algorithm is iterated
as many times as required to restore test vectors for all the faults, i.e., to
restore the fault coverage. Since most of the faults are detected at more than
one instant so most of the benchmarks required only two passes to restore
the fault coverage.

Experimental results show that SIFAR produces more compact test sets than
SECO in almost all the cases with a considerable reduction in CPU time.
SIFAR when compared with REST-SO64 gave better level of compaction
and CPU time. However, it gave better level compaction as compared to
ROR for most of the circuits, but its CPU time exceeded to that of ROR in
most of the cases.

2.10 Reverse Order Restoration

Reverse-Order-Restoration (ROR) is one of the most effective techniques
known, proposed by Guo et. al. in [24] by extending the ideas in [21], [22]
and [23]. The main difference between earlier work on Restoration proposed
in [6] and the one discussed here include the following:

• Restoration is done in reverse order, i.e. in decreasing detection time
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of each fault and restored subsequences create a new test set having
vectors in reverse order of their inclusion as in the original test set.

• This helps save simulation efforts as more subsequences are restored,
fault simulation is done on the restored subsequences only, as subse-
quences are self-initialized and are concatenated to the compacted test
set towards the end.

• The algorithm includes a prefix that completely specifies the fault-free
circuit.

The algorithm specifies k which selects integer time units that are to be
restored i.e., all the faults in that time unit are targeted in single restoration
phase. Different values of k are used, however when k=1, the algorithm is
called Linear Reverse Order Restoration. The following paragraph together
with the illustration shown in figure 5 explains the algorithm.

• The algorithm begins with a fault simulation to store the detection
time of each fault.

• It then restores as many vectors as necessary to completely specify the
circuit i.e., initialize all the flip flops. In figure 5 it is shown by vector
1 in the beginning. Generally a prefix leads to a faster compaction
process.

• Fault simulation is done to check the detected faults (by the prefix) and
the states of the circuit are stored, and plugged in subsequent vector
restoration.

• The algorithm targets a number of faults depending on the value of k,
to restore subsequences necessary for their restoration. The targeted
faults are selected in decreasing order of their detection time. This
produces a covering effect as hard-to-detect faults are usually towards
the end of the test set and large number of vectors are required to
detect such faults thus easy-to-detect faults (requiring few necessary
states and inputs) have high probability of detection. In the figure, f6,
f7 & f8 are targeted for selection using k=2.

• Vectors are restored for detecting the targeted faults; vectors closer to
the time of detection are restored first, followed by fault simulation. If
the fault is not detected, additional vectors are restored until all the
target faults are detected.
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In the figure vectors at time unit 10 and 12 are restored first, which
are followed by restoration of 8, 9, 10, 11, and 12 until the faults are
detected. The example also shows the covering effect as f2 & f4 are
also detected while restoring sequence for the target faults, thus demon-
strating the covering effect.

• The algorithm proceeds until all the faults that were originally detected
by the test set generated by the ATPG are detected.

The figure illustrates the placement of vectors which are in reverse order
to that generated by the ATPG tool.

Figure 5: Reverse-Order-Restoration illustrated [24]

The experiments show that the highest level of compaction is achieved with
k=1 as compared to other values of k and Restoration procedure in [6]. The
algorithm is also compared with SECO [16] & [17] and showed higher level
of compaction.

The algorithm’s execution time is not tabulated but is reported to be high.
To speed-up the restoration process another algorithm Radix Reverse-Order-
Restoration (RROR) is also proposed.
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The algorithm has proposed Radix Search which is based on binary search
technique i.e. ri−1, where 1�r�2. Radix-ROR selects a target fault, restores
the vector that detects it, and then depending on the value of r it jumps to
the vector located by the values of i, where i=1,2,3,... until the target fault
is detected thus reducing the number of fault simulations and optimizing the
execution time of the algorithm.

The algorithm is compared with LROR in the paper. Results show that
compaction achieved is highest using r=1 or LROR technique, however the
execution time is reduced using higher radix values.

Mixed-Mode Algorithm is also discussed in the paper. The algorithm applies
Omission after obtaining a subsequence using ROR and before appending it
to the test set (compact set). Thus trying to achieve further compaction by
removing un-necessary vectors from each subsequence.

Experiments to compare various algorithms show that the highest level of
compaction is achieved by MISC-ITE i.e. Mixed Mode algorithm applied
iteratively, followed by LROR-ITE which achieves comparable compaction
at significantly less time, about 1/4th of MISC-ITE.

3 Proposed Techniques for Sequential Circuits

In the light of techniques studied in the literature survey, a plan is sketched
to contribute to this branch of knowledge. The objectives are:

• To further increase the level of compaction achieved by known Static
Compaction algorithms.

• To further reduce the execution time.

Therefore, targeting a scheme that may give higher level of compaction at
lower execution time.

To achieve the above objectives, the following two schemes will be studied,
implemented and optimized:

1. The first scheme is Reverse-Order Restoration with State Traversal us-
ing Relaxed Test Set
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2. The second scheme uses the already compacted test set generated by
the first objective and applies Merging of Subsequences to achieve fur-
ther compaction of the test set.

Some of the important attributes of a test set generated by any ATPG are
summarized next, these are crucial in understanding the behavior of sequen-
tial circuits and therefore contribute to efficient compaction.

• Hard-to-Detect faults are those that require a large number of necessary
states, therefore a larger time frame, in which the subsequence detecting
it generates those necessary assignments on the flip-flops of the circuit.
Such faults are distributed usually towards the end of the time frames
generated by the test set.

• Easy-to-Detect faults, on the other hand require relatively few neces-
sary assignments, therefore can be detected by a relatively small sub-
sequence. Such faults are detected a number of times during the test
generation process and are evenly distributed on the time frames gen-
erated by the test set.

• The distribution of faults points to an important fact, that the subse-
quence for hard-to-detect faults produces a covering effect thus giving
a high probability of detecting easy-to-detect faults. Therefore subse-
quences detecting easy-to-detect faults may be removed.

• A subsequence detecting a single fault having relaxed state assignments
can be further reduced by an inexpensive State Traversal step, as dis-
cussed in [20].

• A set of relaxed input vectors may help reduce the test size.

• Concatenation of subsequences improves the fault coverage.

The two algorithms proposed for the thesis work (discussed in the next sec-
tion), capitalize on an efficient test relaxation technique for sequential circuits
[25]. The relaxation algorithm returns the relaxed assignment on inputs as
well as on the flip flops of the circuit, considering k faults as target. The re-
laxation technique has the advantage of CPU time saving on simulation based
techniques, when it comes to restoring the self-initializing subsequences. As
observed in all the algorithms, the self-initializing subsequence requires a
good number of fault simulations and therefore consumes a high percentage
of the overall execution time of the algorithm. The proposed techniques capi-
talize on relaxed state assignments (produced by the algorithm in [25]) which
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can give the self-initializing subsequence by simply locating the time frame
having all un-specified states. Thus large percentage of CPU time which
is otherwise consumed on producing the self-initializing subsequences (using
fault simulations) is reduced.

These attributes of a test set and the relaxation technique, has never been
integrated in any single static compaction algorithm and this is the motiva-
tion of our work and philosophy behind the two algorithms discussed in the
next section.

3.1 Reverse-Order Restoration with State Traversal
using Relaxed Test Set

The algorithm comprises of the following steps:

1. Fault Simulate the circuit using the given un-compacted test set. Col-
lect the detection time of each fault, and the fault number.

2. Relax the test set and states of the circuit, using technique discussed
in [25].

3. Target the fault in decreasing order of detection time (which is un-
detected by the compacted test) and locate the time frame close to the
detection time, where all the states are relaxed (i.e. states are don’t
care values rather than some specific binary value). This gives the self-
initialized subsequence of the target fault very quickly without doing
any fault simulation.

4. The subsequence obtained may have certain unnecessary vectors that
may be removed. The removal is done by state traversal that finds
redundant time frames in each subsequence. Since all the states are
relaxed by the relaxation algorithm, there is a good chance of further
pruning the subsequence using the state traversal technique. Therefore
any redundant time frame will be removed, thereby further compacting
the subsequence.

5. The compacted subsequence is concatenated with the previous subse-
quence, as shown in figure 5.

6. Fault Simulate the last subsequence restored, and drop all the faults
being detected. This steps creates the covering effect, and test vectors
for easy-to-detect faults are automatically removed from the target list,
thus removing their subsequences.
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7. If there are un-detected faults which were originally detected by the
test set i.e.Ftarget �=0, go to step 3.

8. Proceed until all the faults are detected, and fault coverage is at least
maintained.

This algorithm considers all the attributes of sequential circuit test set that
are discussed in the previous section except merging of test vectors, which is
discussed in the next algorithm.

3.2 Merging of Subsequences

This algorithm will be applied after applying Reverse-Order Restoration with
State Traversal using Relaxed Test Set, to further compact the test size. It
uses merging of subsequences to compact the test set. The main idea behind
merging of subsequences is described next.

In [26], three algorithms are given to merge self-initializing test sequences.
The first algorithm merges aligned test sequences as shown in Figure 6 (a). If
aligning two sequences will result in a conflict between one or more vectors, a
second algorithm is used to merge two sequences with a skew as shown in Fig-
ure 6 (b). The third algorithm improves the compatibility of test sequences
using stretching. A sequence is stretched if some of its vectors are repeated
several times without changing their order. For example the sequence (101x,
1x01, 111x) can be replaced by (101x, 1x01, 1x01, 111x). This will add one
more degree of freedom to the process of compaction as shown in Figure 6
(c). Merging two test sequences using the last two algorithms may affect
the fault coverage. Therefore, a fault simulation step is performed after the
merging process.

The algorithm Merging of Subsequences is as follows:

1. Obtain the self-initializing subsequences for k faults having relaxed
inputs and state assignments (by using the relaxation algorithm from
[25]).

2. Merge the subsequences [26], to get the maximum compaction as dis-
cussed in the previous section.

The merging scheme completes all the attributes essentially found in a test
set generated for a sequential circuit.
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Figure 6: Merging of Subsequences illustrated [26]

These two schemes are expected to give better results than known compaction
algorithms for sequential circuits, thus attempting to achieve High Speed
Compaction.
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4 Static Compaction Algorithms for Combi-

national Circuits

In this section, we propose a taxonomy of static compaction algorithms for
combinational circuits. First, an overview of the taxonomy is given. Second,
every class in the taxonomy is illustrated with examples from the literature.

4.1 Overview

Static compaction algorithms for combinational circuits can be divided into
three broad categories: (1) Redundant Vector Elimination, (2) Test Vector
Modification, and (3) Test Vector Addition and Removal. Figure 7 shows
our proposed taxonomy. In the first category, compaction is performed by
dropping redundant test vectors. A redundant test vector is a vector whose
faults are all detectable by other test vectors. Static compaction algorithms
falling under this category can be further classified into two classes. The
first class contains algorithms based on set covering in which faults are to be
covered using the minimum possible number of test vectors. On the other
hand, the second class contains algorithms based on test vector reordering
in which fault simulation, fault distribution, and double detection are used
to identify redundant test vectors and then drop them.

In the second category, compaction is performed by modifying test vectors.
Algorithms belonging to this category can be further classified into three
classes. The first class contains algorithms based on merging of compatible
test cubes. A test cube is a test vector that is partially specified. A test vector
is made partially specified by unspecifying the unnecessary primary inputs.
This process is referred to as relaxation. Relaxation can be performed using
an ATPG or a stand-alone algorithm [27], [28]. In addition to relaxation,
raising can be used to enhance the compatibility among relaxed test vectors.
If two relaxed test vectors conflict at one or more bit positions, they can be
made compatible by raising one of them at the conflicting bit positions.

The second class contains algorithms that employ essential fault pruning to
make some test vectors redundant. A test vector is redundant if it detects no
essential faults. A fault is essential if it is detected only by a single test vector.
Essential faults of a test vector can be pruned, i.e., made detected by some
other test vectors, by re-assigning values to those bits that are originally
unspecified and have been randomly assigned values to detect additional
faults.
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Figure 7: Taxonomy of static compaction algorithms for combinational cir-
cuits.

The third class contains algorithms that are based on test vector decomposi-
tion. Test vector decomposition is the process of decomposing a test vector
into its atomic components. An atomic component is a child test vector that
is generated by relaxing its parent test vector for a single fault f. In this the-
sis, we propose test vector decomposition as a new class of static compaction
algorithms that modify test vectors to perform compaction.

Finally, the third category of static compaction algorithms consists of com-
paction algorithms that add new test vectors to a given test set in order
to remove some of the already existing test vectors. The number of the
newly added test vectors must be less than the number of test vectors to be
removed. An ATPG is used to generate the new test vectors.

4.2 Set Covering

Test compaction for combinational circuits can be modeled as a set covering
problem. The set cover is set up as follows. Each column of the detection
matrix corresponds to a test vector and each row corresponds to a fault. If a
test vector j detects fault i, then the entry (i, j) is one; otherwise, it is zero.
In this setup, the total amount of memory required for building the detection
matrix is O(nf), where n is the number of test vectors and f is the number
of faults.
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Static compaction procedures based on set covering were described in [29],
[30] and [31]. It should be pointed out that this approach has not been used
much in the literature due to the huge memory and CPU time requirements.

4.3 Test Vector Reordering

Identification of redundant test vectors in a test set is an order dependent
process. Given any order, redundant test vectors can be identified using
fault simulation, fault distribution, or double detection. Hence, there are
four variations of Test Vector Reordering (TVR) based static compaction
algorithms.

4.3.1 TVR with Fault Dropping Simulation

Fault simulation of a test set in an order different from the order of generation
is used as a fast and effective method to drop redundant test vectors. Under
Reverse-Order Fault simulation (ROF) [32], [33], a test set is fault simulated
with fault dropping in reverse order of generation. That is, a test vector that
was generated later is fault simulated earlier. A test vector that does not
detect any new faults, when it is simulated, is removed from the test set.

The intuitive reason for this phenomenon is simply that test vectors that are
further down the list detect faults that are most difficult to detect. Therefore,
if we first fault simulate a test vector that is at the end of the list, it not only
detects a hard fault right away, it also detects many others by pure chance.
This way hard faults are out of the way early.

4.3.2 TVR with Forward-Looking Fault Simulation

The forward-looking fault simulation is an improved version of ROF [33]. It
is based on the idea that information about the first test vector that detects
every fault can be used to drop test vectors that would not be dropped
by ROF. That is, the yet-undetected faults have lower indexed test vectors
that detect them. So, some test vectors are skipped over and consequently
dropped from the test set.

Let us consider the following example. Let the test set T be {t1, t2, t3} and
the fault set F be {f1, f2, f3, f4}. Figure 8 shows the test vectors with their
associated faults and Figure 9 shows the first test vector that detects every
fault. Conventional ROF first simulates t3. This test will be retained in the
test set to detect f2 and f3. Next, t2 is simulated. Since it detects the new
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t2 f2,f4
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Figure 8: Test vectors and their associated faults.

Fault Test
f1 t1
f2 t2
f3 t3
f4 t1

Figure 9: First test vector that detects every fault.

fault f4, it is retained in the test set. Finally, t1 is simulated and retained in
the test set since it detects a new fault, f1. No tests are dropped by ROF in
this case.

Now, let us start ROF again taking into account the information given in
Figure 9. ROF starts by simulating t3. This test is retained in the test set to
detect f2 and f3. Next, t2 is simulated. t2 detects the new fault f4. However,
f4 is first detected by t1. Therefore, we conclude that t2 is not necessary
for the detection of any yet-undetected fault and we drop it from the test
set. Finally, when t1 is simulated, the remaining undetected faults f1 and f4

become detected and the detection process completes. In this case, one test
vector is dropped from the test set.

4.3.3 TVR with Fault Distribution

In TVR with fault distribution, a test vector is fault simulated without fault
dropping. Faults detected by every test vector are recorded. Besides, the
number of test vectors that detect every fault is recorded. Then, given any
order, a test vector whose number of essential faults is zero, i.e., the faults it
detects can be distributed among other test vectors, is considered redundant
and thus can be dropped. After a test vector is dropped, the number of test
vectors that detect every one of its faults is reduced by one.

In [34], compaction based on fault distribution was used to compact test
sets as a part of a dynamic compaction algorithm. The motive behind the
proposed algorithm is the fact that ROF cannot identify a redundant test
vector if some of the faults detected by it are only detected by the test vectors
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generated earlier. ROF can only identify a redundant test vector if all the
faults detected by it are also detected by the test vectors generated later.

4.3.4 TVR with Double Detection Fault Simulation

Double Detection (DD) was first proposed in [35] as a dynamic compaction
algorithm. Basically, when generating a new test vector, a yet undetected
fault called a primary target fault is selected and a test vector ti is generated
to detect it. Next, other faults called secondary target faults are selected
one at a time and the unspecified values in ti are specified appropriately
to detect the secondary target faults until no unspecified values remain in
ti or no additional secondary target faults can be detected. In choosing
the secondary target faults, faults that are not detected are first considered
and then faults detected at most once by earlier generated test vectors are
considered. Faults are dropped from the list of target faults when they are
detected twice. Test vectors that detect faults that are detected only once,
i.e., essential test vectors, are marked. After the test generation is complete
(when all the faults are detected at least once or aborted or proved to be
untestable), the following static compaction procedure is used to reduce the
test set size. The generated test vectors are simulated with fault dropping
in the following order. First, all the essential test vectors are simulated in
the order they were generated. The essential test vectors are followed by the
non-essential test vectors in the order opposite to the order in which they
were generated. During the fault simulation process, a test vector that does
not detect any new fault is dropped. It should be pointed out that essential
test vectors cannot be dropped and thus simulating them first maximizes the
ability to drop other test vectors.

DD can be used in static compaction procedures [36]. However, since most
test generators do not attempt to target faults for a second detection and do
not use non-fault dropping simulation, they do not collect all the informa-
tion necessary for static compaction based on DD. Therefore, the necessary
information must be collected in a pre-processing step.

4.4 Merging

Static compaction algorithms in this class can be divided into two groups.
The first group contains algorithms based on the very simple and efficient ap-
proach of merging compatible test cubes. A test cube is a relaxed test vector.
A test vector is relaxed by unspecifying the unnecessary primary inputs. A
test vector can be relaxed using an ATPG or a stand-alone algorithm [27] and
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[28]. A merging procedure employing relaxation proceeds as follows. Given
a test set T , test vectors in T are all relaxed. Then, an iterative search is
performed for pairs of compatible test vectors. Two test vectors ti and tj are
compatible if they do not specify complementary values in any bit position.
If any two vectors, say ti and tj, are compatible, they are replaced by the
vector ti ◦ tj, where ◦ represents the merging operation (see the definition in
Table 1). The new test vector ti ◦ tj has all the binary values of both ti and
tj. Hence, by a repetitive application of the above compaction operation,
many test vectors (two or more) can be combined into fewer test vectors. As
a result the total number of test vectors that need to be applied with the
same fault detection capabilities is reduced. Examples of this approach can
be found in [27], [37] and [38] .

In the second group, algorithms employ in addition to the relaxation opera-
tion a raising operation. For a test vector t, the raising operation raise(t, i)
tries to set the ith bit of t to x while preserving the coverage of the essential
faults of t. The raising operation was proposed in [39]. Raising is used to
enhance compatibility among relaxed test vectors. For example, if two re-
laxed test vectors, say ti and tj, conflict at one or more bit positions, they
can be made compatible by raising one of them at the conflicting bit posi-
tions. Typically, raising is used to resolve conflicts when a test set contains
no compatible test vectors.

4.5 Test Vector Decomposition

Test Vector Decomposition (TVD) is the process of decomposing a test vec-
tor into its atomic components. An atomic component is a child test vector
that is generated by relaxing its parent test vector for a single fault f . That
is, the child test vector contains the assignments necessary for the detection
of f . Besides, the child test vector may detect other faults in addition to
f . For example, consider the test vector tp = 010110 that detects the set of
faults Fp = {f1,f2,f3}. Using the relaxation algorithm in [27], tp can be de-
composed into three atomic components, which are (f1,01xxxx), (f2,0x01xx),
and (f3,x1xx10). Every atomic component detects the fault associated with
it and may accidentally detect other faults. An atomic component cannot
be decomposed any further because it contains the assignments necessary for
detecting its fault.

Static compaction based on merging (see Section 4.4) is a very simple and ef-
ficient technique. However, it has the following problems. First, for a highly
incompatible test set, merging achieves little reduction. Second, raising is a
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Table 1: Definition of the merging operation.

◦ 0 1 x
0 0 φ 0
1 φ 1 1
x 0 1 x

costly operation. Third, a test vector must be processed as a whole. There-
fore, we propose that a test vector be decomposed into its atomic components
before it is processed. In this way, a test vector that is originally incompat-
ible with all other test vectors in a given test set can be eliminated if its
components can be merged with other test vectors.

By decomposing a test vector into its atomic components, a merging based
compaction algorithm will have a more degree of freedom. This is because of
the fact that the number of unspecified bits in an atomic component is much
larger than that in a parent test vector. Thus, the probability of merging a
component is higher than that of merging its parent test vector.

4.5.1 Graph Coloring

The problem of static compaction based on TVD can be modeled as a graph
coloring problem. Basically, given a test set T with single stuck-at fault
coverage FCT , the set of atomic components CT is first obtained. Then, a
graph G is built. In G, every node corresponds to a component and an edge
exists between two nodes if their corresponding components are incompatible.
Our objective is to partition CT into k subsets such that k is as small as
possible and no adjacent nodes belong to the same subset. The fault coverage
of the new test set T ∗ whose size is k should be greater than or equal to FCT .

It is well known that graph coloring is an NP-hard problem [40]. Thus, ef-
forts of researchers are devoted to heuristic methods, rather than exact ones.
Heuristic methods are simple schemes in which nodes are colored sequentially
according to some criteria.

4.5.2 Independent Fault Clustering

In [44], two compaction algorithms i.e., Independent Fault Clustering (which
is based on Independent Fault Sets) and Class Based Clustering are explored.

Some important definitions are given next followed by the description of the

34



two algorithms i.e., IFC followed by CBC.

Independent faults were defined in [45]. Basically, given a combinational
circuit, let Ti be the set of all possible test vectors that detect fi and Tj be
the set of all possible test vectors that detect fj. Then, two faults fi and fj

are independent if and only if Ti ∩ Tj = φ. Independence among faults can
also be defined with respect to a test set T . Let T ′

i be the set of test vectors
in T that detect fi and T ′

j be the set of test vectors in T that detect fj. Then,
two faults fi and fj are independent with respect to T if and only if T ′

i ∩ T ′
j

= φ. In [44], the term independent faults is used to mean independent faults
with respect to a test set.

Similarly a component of a test vector, is defined as the essential input as-
signment to detect a certain fault. For example, a test vector Ti = 1001,
detects the fault fj. Ti is then relaxed while still detecting fj by changing
the maximum number of input assignments to ’don’t care’, thereby making
the component of fj as 1xx1.

In Independent Fault Clustering (IFC), IFSs (Independent Fault Sets) are
first derived. Then, a fault matching procedure is used to find sets of com-
patible faults, i.e., faults that can be detected by a single test vector. In the
IFS derivation phase, independent faults are identified with respect to a test
set. In the fault matching phase, compatible components, corresponding to
compatible faults, are mapped to the same compatibility set. Whenever a
component is mapped to a compatibility set, it is merged with the partial
test vector of that compatibility set. At the end, every compatibility set
represents a single test vector.

IFC’s results lead to an important observation that the formation of IFS
consumes a good fraction of total CPU time and gives an upper bond on the
possible size of final test set after compaction. However, the compatibility
set (formed by matching the essential and non-essential faults to a set) gets
more realistic and closer to final test set size. Therefore one may exclude the
IFS formation step to get better CPU time using the compatibility set based
on essential and non-essential faults matching. This is infect the motivation
of one of the two algorithms proposed in the thesis work. The algorithm is
optimized to give better results both in terms of compaction and CPU time,
as will be explained in the next section.
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4.5.3 Class Based Clustering

The Class Based Clustering (CBC) algorithm [44], is based on the idea of
dividing test vectors into classes and then heuristically processing test vectors
of every class. A test vector is eliminated if its components can be all moved
to other test vectors. Eventually, in the final test set, every test vector
represents a cluster whose components originally belong to test vectors in
different classes. This is why the technique is called Class Based Clustering.

The test vectors are first classified to different classes based on the number
of components that can’t be moved to other test vectors. For example, a test
vector Ti detecting three faults and having three components that can all be
moved to different test vectors in the test set, belongs to Class 0. Similarly
a test vector Tj having total three components but only one of them can not
be moved to any other test vector is called a class 1 test vector.

The algorithm first processes class 0 test vectors in a certain order, by mov-
ing all its components to different test vectors and thereby eliminating the
vector from the test set. The processing of class 0 test vector follows the
computation of blockage value of that test vector, which computes the num-
ber of test vector (belonging to class 0) that will be blocked by moving the
vector to a particular test vector. The components of the test vectors are
moved to those test vector that result in minimum blockage value.

The algorithm then processes class 1 test vectors. Class 1 test vectors are
processed by moving the conflicting component to one of the candidate test
vectors, whose conflicting component can be moved to some other test vector.
Thereby removing the component that conflicts with the conflicting compo-
nent of the test vector. This step is followed by eliminating class 1 test
vector, whose all components are moved to other vectors. Similar procedure
is executed for class 2 test vectors.

Experimental results show that the two algorithms give comparable level of
compaction, however the computation time of CBC is higher than IFC. In
CBC, an important observation is that, most of the compaction is achieved
by processing class 0 test vectors and only marginal compaction is observed
by processing test vectors belonging to higher classes. Another important ob-
servation in CBC is that the major portion of CPU time is used in calculating
the blockage values and processing class 0 test vectors.
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4.6 Essential Fault Pruning

Generally speaking, pruning a fault of a test vector decreases the number
of its faults by one. A test vector becomes redundant if all of its faults are
pruned. Fault Pruning (FP) is implemented as follows. Given a test vector
t, an attempt is made to detect each of its faults by modifying the other test
vectors in the test set. A fault of t is said to be pruned if it becomes detected
by another test vector after the modification. If all the faults of t are pruned,
then t can be removed from the test set.

The above operation of modifying a test vector, say t
′
, to further detect an

additional fault f of another test vector t is basically achieved by generating
a new test vector t

′′
such that DET(t

′′
) = DET(t

′
) ∪ f , where DET(t) is the

set of faults detected by t. Multiple Target Faults Test Generation (MTFTG)
is used for this purpose. In MTFTG, a test vector is to be found for a set
of target faults. MTFTG will fail if there exists at least two independent
faults in the set of target faults. Two faults are independent if they cannot
be detected by a single test vector.

The runtime of an FP-based static compaction procedure can be greatly
improved by considering only essential faults. A fault is defined to be an
essential fault of a test vector t if it is detected only by t. The set of essential
faults of t is denoted by ESS(t). It should be pointed out that whenever
a test vector t is eliminated, for every fault belonging to the set DET(t) -
ESS(t), the number of test vector detecting it is reduced by one.

Few FP-based static compaction algorithms have been reported in the liter-
ature. Generally, they fall into two categories. In the first category, a test
vector is modified such that it detects the new additional faults. The test
vector already detects its essential faults. Therefore, the test generation time
for the essential faults is eliminated. Examples of such static compaction al-
gorithms can be found in [34], [39], [41] and [42]. On the other hand, in the
second category, a set of N test vectors is replaced by a set of M < N new
test vectors. The basic idea is to determine the faults that are detected only
by one or more test vectors among the N test vectors to be replaced and find
M < N test vectors that detect all theses faults. Examples of such static
compaction algorithms can be found in [35] and [43].
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5 Proposed Techniques for Combinational Cir-

cuits

The proposed plan for compaction of combinational circuits is to improve
the two algorithms described in [44] i.e., Independent Fault Clustering (IFC)
and Class Based Clustering (CBC). The proposed work for improving IFC
and CBC are discussed in the following sub-section.

5.1 Independent Fault Clustering

The algorithm to improve IFC, is as follows:

1. Fault Simulate without fault-dropping

2. Sort the faults in increasing order of the number of test vectors detect-
ing the fault.

3. For each fault do: Sort the test vectors that detect the fault in decreas-
ing order of the number of faults they detect.

4. For each fault do:

(a) For every test vector that detects f

i. Extract atomic component Cf from t.

ii. IF the number of compatibility sets is zero, create a new com-
patibility set, map Cf to it, and then go to step 4.

iii. Map Cf to an existing compatibility set, if possible and go to
step 4.

(b) Create a new compatibility set and map Cf to it.

5. Return T ∗

5.2 Class Based Clustering

The following issues will be investigated to improve the performance of CBC
algorithm:

38



1. Increase the size of Class 0 test vectors by attempting to eliminate
the conflicting components of a fault and by generating alternative
components from other test vectors detecting the fault.

2. Improve the efficiency of blockage value computation for class 0 pro-
cessing.

3. Explore more efficient heurestics for processing class 0.
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6 Project Objectives

The proposed work focuses on developing efficient static compaction tech-
niques for combinational and sequential circuits. Our aim is to develop al-
gorithms that provide high quality compaction with lesser execution time.
In this research, we will build on our recent work on efficient test relaxation
techniques for combinational and sequential circuits in [44] and [25] respec-
tively.

The main objectives of the proposed work is as follows:

1. Propose and implement an efficient Reverse-Order Test Vector Restora-
tion Technique that achieves comparable level of compaction to existing
test vector restoration techniques with faster execution time.

2. Propose and implement an efficient test sequence compaction technique
based on reverse order test vector restoration and test sequence merg-
ing.

3. Explore the possibility of combining the two techniques proposed in (1)
& (2) in developing an efficient static test compaction algorithm that
provides higher level of compaction than any of the techniques alone.

4. Propose and implement an efficient test compaction technique for com-
binational circuits based on test vector clustering according to the fre-
quency of fault detection that achieve comparable level of compaction
to IFC [44] based test compaction with faster execution time.

5. Improve the quality of compaction of the CBC test compaction tech-
nique by exploring alternative test vectors for conflicting components
and improve its execution time by exploring other heuristics.

7 Scheduling of Proposed Research

The details of the major tasks to be carried out during the project work can
be enumerated as follows:

Task 1: Modify the test relaxation algorithm for extracting a self-
initializing test sequence for a set of faults.

Task 2: Develop the Reverse-Order test vector restoration algorithm
based on the self-initializing test extraction technique im-
plemented in (Task 1).
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Task 3: Explore the possibility of reducing the size of the extracted
self-initializing test sequences by considering the removal of
the possibly redundant initializing sequence due to sequence
concatenation.

Task 4: Explore reducing the size of the extracted self-initializing
test sequences by state traversal technique, based on inert
and recurrent sub-sequence removal.

Task 5: Develop the test sequence compaction technique based on
Reverse-Order restoration of faults and subsequence merg-
ing.

Task 6: Experiment with the developed techniques to explore the
possibility of developing an algorithm that achieves the best
compaction level than any of the techniques separately.

Task 7: Implement the proposed test vector clustering technique
based on the frequency of fault detection and compare it
to IFC.

Task 8: Increase the size of Class 0 test vectors by attempting to
eliminate the conflicting components of a fault and by gen-
erating alternative components from other test vectors de-
tecting the fault.

Task 9: Improve the efficiency of blockage value computation for
Class 0 processing.

Task 10: Explore more efficient heurestics for processing of class 0
test set.

Task 11: Document the developed software.

Task 12: Generate periodical project reports and author publications
for conferences/journals.

(Months)
01-03 04-06 07-09 10-12 13-15 16-18

Task 01
Task 02-03

Task 04
Task 05-06-07
Task 08-09-10

Task 11-12
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Monitoring and Evaluation Plan

The project team consists of a principal investigator, co-investigator, and
one graduate student. Responsibilities will be divided among the two senior
investigators on the basis of their previous experience and background.

Dr. Aiman El-Maleh holds a B.Sc. in Computer Engineering, with first hon-
ors, from King Fahd University of Petroleum & Minerals in 1989, a M.A.SC.
in Electrical Engineering from University of Victoria, Canada, in 1991, and
a Ph.D in Electrical Engineering, with dean’s honor list, from McGill Uni-
versity, Canada, in 1995.

Dr. El-Maleh is an Assistant Professor in the Computer Engineering De-
partment at King Fahd University of Petroleum & Minerals since September
1998. He was a member of scientific staff with Mentor Graphics Corp., a
leader in design automation, from 1995-1998.

Dr. El-Maleh‘s research interests are in the areas of synthesis, testing, and
verification of digital systems. In addition, Dr. El-Maleh has research inter-
ests in VLSI design, design automation, and computer arithmetic.

Dr. El-Maleh is the winner of the best paper award for the most outstanding
contribution in the field of test for 1995 at the European Design & Test
Conference. His paper presented at the 1995 Design Automation Conference
was also nominated for best paper award. He holds one US patent.

Dr. El-Maleh was a member of the program committee of the Design Au-
tomation and Test in Europe Conference (DATE’98).

Dr. Sadiq M. Sait has major interests in VLSI Design automation, and,
in engineering and applications of computers. He has published several pa-
pers in the area of VLSI design automation. He has co-authored two books:
(a) VLSI Physical Design Automation: Theory and Practice, McGraw-Hill
Book Co., Europe, December 1994, also Co-published by IEEE Press, USA,
January 1995 (Hard bound edition), and, (b) Iterative Computer Algorithms
with Applications in Engineering: Solving Combinatorial Optimization Prob-
lems. December 1999, IEEE Computer Society Press, California (also Co-
published by John Wiley & Sons).

Both investigators will take the responsibility of the overall management of
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the project. They will propose ideas, analyze results and evaluate the perfor-
mance of the proposed techniques. The graduate student will be computer
engineering/science graduate with good programming background and will
work under the guidance of the investigators. The investigators will hold
meetings as often as necessary (minimum once a week) to coordinate their
work and to make necessary decisions. Periodic progress reports will be sub-
mitted every 6 months summarizing the status and accomplishments of the
project.

8 Utilization Plan

The utility value of this project is many-fold, namely:

1. The results of this research can be used by chip manufacturing and test-
ing industry to reduce the cost of testing in the overall chip production
cost.

2. The results of this work can be used by other investigators in academia
and industry to enhance existing methods.

3. The project provides an opportunity for training of graduate students
on conducting scientific research.

9 Detailed Budget

Senior Investigators

The senior investigators will work for 18 months during the regular semesters
for the entire duration of the project. They will receive payments as per the
university regulations. The graduate student(s) will assist in the implemen-
tation aspects of the research. His total compensation will be (10,800/- per
Graduate Student/Research Assistant).

Dr. Aiman El-Maleh (PI) SR 1200/- * 18 =SR 21,600
Dr. Sadiq M. Sait (CO-I) SR 1000/- * 18 =SR 18,000
Graduate Student SR 600/- * 18 = SR 10,800

Total SR 50,400/-
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Equipment, Materials & Supplies, and Other Expenses

Facilities available at KFUPM will be used at no charge to the project. Ad-
ditional equipment needed for the project includes 1xPentium 4 PC, 3.2GHz
or better, (Desktop/Portable), with other peripherals costing SR 6,000, ex-
penses for simple peripherals (such as CD writers, flash memories, hard-
disks, remote keyboard and mouse, wireless devices, etc.,), consumables such
as floppies, tapes, zip drives, CDs, printer toner, etc., will amount to SR
2,000/-, purchase of literature and books, stationary, etc., will require SR
2,500/-. Miscellaneous and other incidental expenses may amount to a max-
imum of SR 1,000/-

A secretary will work for the entire duration of the project. SR 3,000/- for
payments to secretary will be required.

Individual items of the budget are summarized below.

Man Power SR 50,400/-
Equipment:
1 x Pentium 4, 3.2GHz (or better)(Desktop/Portable)
with a Monitor & other peripherals. SR 6,000/-
Books, other literature, Stationary, etc., SR 2,500/-
Consumables such as CDs, fax, telephones, printer toner etc. SR 2,000/-
Secretary SR 3,000/-
Miscellaneous and other incidental expenses SR 1,000/-
Conference Attendance (1 Trip) SR 10,000/-

The total cost 1 of the project is estimated to be SR 74,900/-

1SR 74,900/-= US $ 19,973.33/-
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