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The advantages of the generalized fixed pivot technique as extended to mass transfer and the quadrature method of moments
are hybridized to reduce the bivariate spatially distributed population balance equation describing the coupled hydro-
dynamics and mass transfer in liquid-liquid extraction columns. The key idea in the hybridization technique is to use the
available moments furnished by the generalized fixed pivot technique to find the abscissa and weights for the Gaussian-quad-
rature based approach, in an attempt to evaluate the integrals over unknown droplet densities. To implement the quadrature
method of moments efficiently, an explicit form for the abscissas and weights is derived based on the product-difference
algorithm as described by McGraw [1]. The proposed technique is found to reduce the discrete system of partial differential
equations from 2 Mx + 1 to Mx + 2, where Mx is the number of pivots or classes. The spatial variable is discretized in a conser-
vative form using a couple of recently published central difference schemes. The numerical predictions of the detailed and
reduced models are found to be almost identical, accompanied by a substantial reduction of the CPU time as a characteristic
of the hybrid model.

1 Introduction

Liquid-liquid extraction columns (LLEC) are one of the
major multiphase processes that call for population balance
framework as a modeling tool, due to their dispersed nature.
This framework would help in the optimal design of such
equipment that has not yet been fulfilled, as they are still de-
pendent on the time consuming and expensive scale-up
methods from laboratory scale pilot plants. Such a realistic
model for the simulation of typical LLECs should take into
account the inevitable interactions between the column hy-
drodynamics and mass transfer. This is because the hydrody-
namics and mass transfer are essentially determined by the
behavior of the dispersed phase, which in turn is affected by
the structure of the turbulent flow field as well as the column
internal geometry [2–4]. These hydrodynamic and mass
transfer interactions could be simulated using the population
balances approach, taking into account the bivariate nature
(with respect to droplet size and concentration) of the spa-
tially distributed populations in the interacting liquid-liquid
dispersions. In contrast to the previous spatially distributed
population balance equation (SDPBE) describing the per-

formance of LLECs [5], the present modeling approach al-
lows the dynamic interaction of the mass transfer and fluid
hydrodynamics by leaving it open to introduce a suitable
model for predicting the interfacial tension, which changes
as a function of solute concentration and markedly affects
the breakage and coalescence rates [6].

In the present work, the state of any droplet is represented
by a bivariate (joint) density function nd�cy

�d� cy� t� z�, where
nd�cy

�d� cy� t� z�∂d∂cy represents the number of droplets
having sizes and concentrations in the ranges [d, d + ∂d] ×
[cy, cy + ∂cy] per unit volume of the contactor. This allows
the discontinuous macroscopic (breakage and coalescence)
and the continuous microscopic (interphase mass transfer)
events to be coupled in a single SDPBE along with the trans-
port equations describing the hydrodynamics and mass
transfer of the continuous phase. These equations represent
a system of mixed integro-partial and algebraic equations
for which no analytical solution exists except for strongly
simplified cases, and hence a numerical solution is required
in general. A detailed numerical algorithm based on the
quadrature method of moments (QMOM) and the general-
ized fixed-pivot technique as extended to mass transfer
(GFPMT) is presented by Attarakih et al. [6]. The GFPMT
could be viewed as a hybrid technique that couples the
QMOM and the generalized fixed-pivot, which results in a
two-population balance equation in terms of the droplet
number and solute concentrations. Upon discretization using
the GFPMT, this system of equations comprises a large sys-
tem of conservation laws that is hyperbolically dominant. To
reduce the dimensionality of the problem at hand a hybrid-
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ization technique is proposed in this work that is still based
on the QMOM and the GFPMT. This reduction technique
retains the whole information furnished by the number con-
centration function and averages out the solute concentra-
tion coordinate without any simplifying assumptions regard-
ing the form of the bivariate density function. The numerical
results for the simulation of a pilot plant RDC column shows
that there is a significant reduction in the CPU time when
compared to the detailed model. In a separate work, valida-
tion of the model shows a good agreement between the pre-
dicted and experimental holdup and concentration profiles
along the height of two simulated mini and pilot plant ex-
traction columns; that is, Kühni and RDC columns, respec-
tively [4].

2 Mathematical Model

The general SDPBE for describing the coupled hydrody-
namics and mass transfer in LLECs in a one spatial domain
could be written as [6]1):
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In this equation the components of the vector W = [d cy z t]
are those for the droplet internal coordinates (diameter and
solute concentration), the external coordinate (column
height) z, and the time t, where the velocity vector along the
internal coordinates is given by �f � � �d �cy�. The source term
T ∂f represents the net number of droplets produced by
breakage and coalescence per unit volume and unit time in
the coordinates range [f, f + ∂f]. The left hand side is the
continuity operator in both the external and internal coordi-
nates, while the first part on the right hand side is the droplet
axial dispersion characterized by the dispersion coefficient
Dy, which might be dependent on the energy dissipation and
the droplet rising velocity [2]. The second term on the right
hand side is the rate at which the droplets enter the LLEC
with volumetric flow rate Qin

y that is perpendicular to the
column cross-sectional area Ac at a location zd, with an inlet
number density nin

y , and is treated as a point source in space.
The dispersed phase velocity uy relative to the walls of the
column is determined in terms of the relative (slip) velocity
with respect to the continuous phase and the continuous
phase velocity ux with respect to the walls of the column as
follows:

uy = (1 –�y) us – ux (2)

The velocity us, appearing in the above equation, could be
related to the single droplet terminal velocity ut to take into
account the droplet swarm (the effect of the dispersed phase
hold up, �y) and the flow conditions in a specific equipment:

us = Kvut (d, P) (3)

Where P is a vector of physical properties ([l q r ]), and
Kv is a slowing factor taking into account the effect of the
column internal geometry on the droplet terminal velocity
(0 < Kv ≤ 1) [2, 4]. A useful guide for selecting the suitable
droplet terminal velocity based on the shape of the droplet
(rigid, oscillating, or circulating), and hence on the system
physical properties, could be found in Gourdon et al. [7].

The solute concentration in the continuous phase cx is pre-
dicted using a component solute balance on the continuous
phase [6]:
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(4)

Note that the volume fraction of the continuous phase �x

satisfies the physical constraint: �x + �y = 1. The left hand
side of Eq. (4) as well as the first term on the right hand side,
have the same interpretations as those for Eq. (1), however,
with respect to the continuous phase. The last term appear-
ing in Eq. (4) is the total rate of solute transferred from the
continuous to the dispersed phase, where the liquid droplets
are treated as point sources [8]. Note that Eq. (1) is coupled
to the solute balance in the continuous phase given by Eq.
(4) through the convective and the source terms.

3 Mass Transfer Coefficients

The individual mass transfer coefficients for the dispersed
and continuous phases are found to be dependent on the be-
havior of the single droplet, i.e., with respect to whether it is
stagnant, circulating or oscillating [9]. In the present work,
the simplified model of Handlos and Baron [10] is used to
predict the individual mass transfer coefficient for the dis-
persed phase, while the simple model based on the film coef-
ficient equation, as recommended by Weinstein et al. [11], is
used to predict that of the continuous phase. Accordingly,
the suitable combination of these individual mass transfer
coefficients results in the overall mass transfer coefficient
Koy, which can be used to predict the rate of change of solute
concentration in the liquid droplet as expressed in terms of
the droplet volume average concentration:

∂cy�z� t�
∂t

� 6Koy

d
c
y�cx� � cy�z� t�

� �
(5)
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Note that Koy may be a function of the droplet diameter d
and time, depending on the internal state of the droplet; that
is, whether it is circulating or behaving like a rigid sphere.
The overall mass transfer coefficient is usually expressed
using the two-resistance theory in terms of the individual
mass transfer coefficients for the continuous and the dis-
persed phases [12] and c
y � ∂cy�∂cx

	 

cx.

4 The Hybridized Model

The model hybridization proceeds in two steps: First the
quadrature method of moments (QMOM) is applied to inte-
grate out the solute concentration after multiplying Eq. (1)
by cm

y v�d� (with m = 0 and 1) and integrating it from 0 to
cy,max, which results in two coupled marginal densities:

nd (d, z, t) and q�d� z� t� � �cy�max

0
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The expressions of the source terms Pn and Pq are pre-
sented in detail by Attarakih et al. [6]. The application of
the generalized fixed pivot technique starts by expanding
the marginal density function (nd, for example) as a sum of
Dirac delta functions centered at the grid points (di) and
then integrating the system of Eqs. (6) and (7) over the ith
subdomain ([di–1/2, di+1/2] i = 1, 2, ... Mx), which results in the
following set of discrete PDEs:
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Where fi(z, t) and Ti(z, t) are the total volume and solute
concentrations in the ith subdomain and are given by:

�i�z� t� �
� di�1�2

di�1�2
v�d�nd�d� z� t�∂d � v�di�Ni (13)

Hi�z� t� �
� di�1�2

di�1�2
v�d�q�d� z� t�∂d � v�di��ciNi (14)

Ni�z� t� �
� di�1�2

di�1�2
nd�d� z� t�∂d (15)

The mean solute concentration in the dispersed phase is
obtained by combining the last two quantities as follows:

�cy � �Mx

i�1
Hi�

�Mx

i�1
�i (16)

The ith interaction coalescence matrix W�i�
k�j represents

the effective number of coalescence events reporting in the
ith subdomain with coalescence frequency x, while Pi,k is an
upper triangular breakage matrix that depends solely on the
daughter droplet distribution. For details and implementa-
tion aspects of the GFP algorithm, the interested reader
could refer to Attarakih et al. [13]. Note that the above
source term takes into account the presence of mass transfer
and could be reduced to the pure hydrodynamic case (Pn)
derived by Attarakih et al. [13] by setting �ci � 1 in Eqs. (10–
12). Note also that Kmin(i), Kmax(i), Mmax(i), Jmin(i, k)
and Jmax(i, k) represent the locations of the nonzero ele-
ments of the ith interaction matrix and depend on the drop-
let diameter grid structure once it becomes available [13].

To complete the mathematical model described above,
boundary and initial conditions are required. Concerning
the boundary conditions, we adopted those of Wilburn [14],
while the initial conditions are taken as zero dispersed phase
holdup and uniform solute concentration in the continuous
phase. The inlet bivariate number density is taken as:
nin

y �d� cy� t� � nin
y �d� t� × cin

y , which means that all the inlet
droplets have the same uniform solute concentration (zero
in the present work).

The second step of the model hybridization consists of ex-
panding the bivariate density function as nd�cy

� nd�d�d�cy �
�cy� using a one-point quadrature centered at the solute mean
concentration �cy. Making use of this expansion, multiplying
both sides of Eq. (1) by v(d)cy, and integrating with respect
to cy from zero to cy,max and with respect to d from dmin to
dmax one can get the mean solute concentration in the dis-
persed phase:
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Note that the bivariate density function nd�cy
is assumed

to satisfy the regulatory conditions: nd�cy
→ 0 as (d, cy) →

(dmin, cy,min) and (d, cy) → (dmin, cy,max).
Now, the unclosed integrals appearing in the convective

and mass transfer terms are evaluated using the QMOM
based on the known moments of the marginal density
n(d, z, t), where the weights (wj) and the abscissas (dj) are
found using the product-difference algorithm, as illustrated
by McGraw [1], which for a two-point quadrature is reduced
after lengthy but straight forward algebraic manipulations to
the following analytical form:
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The solution for the unknown marginal density (n(d, z, t))
is accomplished by the generalized fixed-pivot technique
using the system of Eq. (8), where the required moments

(ls �
� d max

d min
dsn�d� z� t�∂d � �Mx

m�1
ds

mNm� s � 0� 1� 2� 3) for the

evaluation of the abscissa and weights (dj and wj) could be
accurately predicted. The accuracy of predicting at least two
moments (the zero and third moments) is one property of
the generalized fixed pivot technique [13]. The first and sec-
ond moments are usually predicted with high accuracy, al-

lowing the two-point Gauss quadrature given above to eval-
uate the integrals appearing in Eqs. (18) and (19) very
accurately. Although a two-point quadrature is used in this
work, a three-point quadrature could also be used since most
of the higher moments of the known distribution, n(d, z, t),
could be estimated with the desired accuracy.

5 Spatial Coordinate Discretization

Eqs. (4), (8), and (9), or (4), (8), and (17) represent a
system of conservation laws that are coupled through the
convective and source terms and are dominated by the
convective term for typical values of Dy and uy encountered
in LLECs (Peclet No. ≈ 1 · 103 H–2 · 103 H). Due to the
dominance of the convective term, it is expected that the
holdup profile of each class (�i) will move as a function of
time along the column height with a steep front. So, accurate
front tracking discretization approaches are to be used, such
as the non-oscillatory first and second order central differ-
ence schemes. Let the ith convective flux be denoted as
Fi = uy,ifi and the staggering spatial grid: zl ± 1

⁄2 = zl ± Dz/2,
and the average cell holdup as �i�l �

� zl�1�2

zl�1�2
�i�t� z�dz�Dz. The

convective flux is then discretized in conservative form using
the Kurganov and Tadmor [15] central difference schemes
(see [13] for a detailed spatial discretization algorithm),
while the implicit Euler method by lagging the non-linear
terms is used for time discretization.

6 Numerical Results and Discussion

To completely specify the problem, the following geome-
try, as given in Tab. 1, is used for a laboratory scale LLEC.
The inlet feed is normally distributed with a mean droplet
diameter of 3 mm and standard deviation of 0.5 mm. The in-
let solute concentrations in the continuous and dispersed
phases are taken as 50 and 0 kg/m3, respectively, and the to-
tal flow rate of each phase is taken as 2.778 · 10–5 m3/s. The
terminal droplet velocity is evaluated from the Vignes [16]
correlation based on the procedure described by Gourdon et
al. [7] using water-acetone-toluene as a chemical system (the
physio-chemical properties of this system are available on
the website: http://dechema.de/Extraktion), where the direc-
tion of mass transfer is from the continuous to the dispersed
phase. The slowing factor, the dispersion coefficients, and
the droplet interaction functions (droplet breakage and coa-
lescence) are the same as those used by Schmidt et al. [17].
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Table 1. RDC column geometry.

Column diameter [m] 0.15 Column height [m] 2.550

Stator diameter [m] 0.105 Dispersed phase inlet [m] 0.250

Rotor diameter [m] 0.090 Continuous phase inlet [m] 2.250

Compartment height [m] 0.030
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The initial condition is taken as zero (no dispersed phase
present initially). All the numerical tests are conducted
using a PC processor of 1.4 MHz speed and Compaq Visual
FORTRAN version 6.6.

Fig. 1 shows the solute concentrations in the dispersed
and continuous phases at steady state using a 2D grid of size
30 × 100, where the droplet active mechanism is droplet
breakage at 250 rpm. It is clear, that both profiles as pre-
dicted by the detailed and reduced models are almost identi-
cal. This in fact elucidates the accuracy of the reduced mod-
el, and reveals clearly the efficiency of the generalized fixed-
pivot technique for its ability to furnish the moments for the
inversion of the moment problem to get the weights and the
abscissas required to evaluate Eqs. (20) and (21). It is worth-
while to mention here that the accuracy of predicting the ab-
scissas and weights, as given by Eqs. (20–25), depends on the
accuracy of calculating the set of moments: ls, s = 0, 1, 2, 3.
To do that, a sufficient number of pivots (classes) should be
used (around twenty or greater).

Fig. 2 shows again the same concentration profiles as in
Fig. 1, however, both droplet breakage and coalescence are
now active and hence the numerical difficulty is increased,
as could be seen by referring to Eq. (12). It is also clear how
both models produced identical results; however, at the ex-
pense of the computational time due to the reduced number
of partial differential equations from 2Mx + 1 to Mx + 2.
Moreover, the simple form of Eq. (17) when compared to
Eqs. (9–12) makes the hybridized model very attractive from
the point of view of numerical implementation.

In Fig. 3, the variation of the holdup profiles as a function
of the column height is depicted. The two profiles are clearly
indistinguishable since Eq. (8) involves no hybridization, al-
though there is some interaction between the hydrody-
namics and mass transfer due to the coupling of Eqs. (8) and
(17). Note that the hybridized model has an advantage over
either the standard QMOM or the generalized fixed pivot
technique in the way of its moderate recovery of the infor-

mation furnished by solving the SDPBE. This is because it
lies somewhere between two extreme cases: the complete
averaging of the internal coordinates (the QMOM) and the
detailed level of discretization as required by the generalized
fixed pivot technique. For example, the present hybridized
model presents a complete picture about the detailed col-
umn hydrodynamics, including the droplet volume density,
as can be seen in Fig. 4a); however, it could not give a full
picture about the solute distribution in the different droplet
classes, as shown in Fig. 4b) as the detailed model does. In
Fig. 4a), it is clear how the droplet distribution is shifted to
the left as the droplets ascend up the column, due to break-
age due to the increase in residence time and the reduction
in surface tension (due to the increased solute concentration,
as depicted in Figs. 1 and 4b)). Moreover, Steinmetz et al.
[4], and Schmidt et al. [17] have extensively validated the
present model experimentally for the coupled hydrody-
namics and mass transfer. These authors have developed
new correlations for droplet breakage, coalescence, as well
as the effect of droplet swarm and the internal column ge-
ometry on the rising velocity of the droplets. Their simulated
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Figure 1. Steady state solute concentration as predicted by the detailed and
reduced models for droplet breakage only at 250 rpm.

Figure 2. Steady state solute concentration as predicted by the detailed and
reduced models for droplet breakage and coalescence at 250 rpm.

Figure 3. The dispersed phase hold up as predicted by the detailed and re-
duced models for droplet breakage only at 250 rpm.
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holdup, mean droplet diameter, and the solute concentration
profiles are very close to the experimental ones using differ-
ent column sizes, geometries (an RDC of 100 and 152 mm
diameters and a Kühni column of 32 mm diameter) and
chemical systems (toluene-acetone-water and n-butyl ace-
tate-acetone-water).

Fig. 5 shows the considerable reduction in the computa-
tional time when the hybridized model is used. This is be-
cause the dimensionality of the problem is reduced from
2Mx + 1 to Mx + 2 partial differential equations. The sur-
prising accuracy of the hybridized model is due to the de-
tailed information that is included in the reduced model in
terms of the moments of the known distribution, n(d, z, t),
without any simplifying assumptions regarding the shape of
the distribution. The model is also capable of reflecting the
effects of the solute concentration on the column hydrody-
namics and visa versa, as is discussed in detail by Attarakih
et al. [6] and Schmidt et al. [17].

7 Conclusions

– A comprehensive bivariate population balance model is
presented to predict the behavior of spatially distributed
population balances for LLECs by coupling the hydro-
dynamics and mass transfer through the breakage, coales-
cence frequencies, and the droplet rising velocity.

– The detailed and hybridized models presented in this
work are found to produce almost identical predictions for
the coupled hydrodynamics and mass transfer. The appli-
cation of the QMOM to the hybridized model equations is
found to be very effective in estimating the unclosed inte-
grals, where a set of explicit abscissas and weights is de-
rived using a two-point quadrature based on the product-
difference algorithm.

– The reduced model shows a substantial reduction in the
CPU time and an ease of numerical implementation when
compared to the detailed one, without any loss of accu-
racy.
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Symbols used

Ac [m2] column cross sectional area
b, c [–] constants as defined by Eqs. (22)

and (23)
cy,max [kg/m3] the maximum solute

concentration attained
(the equilibrium value)

�c [kg/m3] average solute concentration
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Figure 4. The droplet volume density as predicted by the reduced model for droplet breakage only at 250 rpm a). The solute concentration distribution as pre-
dicted by the detailed model for droplet breakage only at 250 rpm b).

Figure 5. The CPU time requirements for the detailed and reduced models at
250 rpm.
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D [m2/s] dispersion coefficient
d [m] droplet diameter
Koy [m/s] overall mass transfer coefficient

based on the dispersed phase
Kv [–] slowing factor that takes into

account the effect of internal
column geometry

Mx, Nq [–] number of pivots (classes) in the
GFPMT and quadrature points
respectively.

Ni [1/m3] total number of droplets in the
ith subdomain

Nq [–] number of quadrature points for
droplet diameter

nd, cy∂/∂cy[1/m3] the number of droplets
with d and cy ∈ [d, d + ∂d] ×
[cy, cy + ∂cy] per unit volume
of the contactor

P [–] vector of physical properties
[l q r]

Q [m3/s] continuous or dispersed phase
flow rate

q(d, z, t) [–] marginal density as defined by:

q�d� t� z� � �cy�max

0
cynd�cy

�w�∂cy

t [s] time
u [m/s] velocity
v [m3] droplet volume
vin [Nm3] mean droplet volume of the

inlet droplets
v(di) [m3] characteristic volume of droplet

in the ith subdomain
w [–] quadrature weight
z [m] space coordinate�∞
0

�cy�max

0
�cyv�d�nv�cy

�w�∂d∂cy

[kg/m3s] The totally quantity of solute
transferred from all the droplet
present in the continuous phase

Greek Symbols

T [1/s] source term that represents the
net number of droplet produced
by breakage and coalescence

C [1/s] breakage frequency
W�i�

k�j [–] the ith interaction coalescence
matrix

Pi,k [–] an upper triangular breakage
matrix that depends solely on
the daughter droplet distribution

p [–] droplet interaction source terms
as defined by Eqs. (10–12)

l [Pa s] viscosity or distribution moment

li [–] the ith moment of the
distribution:

�li [–] normalized moment as defined
by Eq. (25)

q [kg/m3] density
r [N/m] interfacial tension
r′2 [–] the variance of the distribution

as defined by Eq. (24)
� [–] phase holdup
�i [–] total volume concentration of

droplets in the ith subdomain
w [–] internal and external

coordinates vector ([d cy z t])
x [m3/s] coalescence frequency
Hi [kg/m3] total solute concentration of

droplets in the ith subdomain
�f [–] internal coordinate velocity

vector: � �d �cy�

Subscripts

b, c breakage and coalescence, respectively
x, y continuous and dispersed phases, respectively
min, max minimum and maximum, respectively

Superscripts

* equilibrium
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