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Abstract

In this work, we analyze three available domain decomposition methods. We also establish the convergence con-

ditions. The theoretical analysis provides an interval in which a relaxation parameter has to be chosen in order to

achieve convergence. Moreover, it allows the selection of the relaxation parameter so that convergence is achieved with

the minimum number of iterations. Several example problems are given for elaboration.

� 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Coupling the finite element method (FEM) and the boundary element method (BEM) is well known as
an effective analysis and numerical tool, which makes use of their individual merits. The conventional
coupling scheme employs an entire unified equation for the whole domain, by combining the discretized
equations for the BEM and FEM sub-domains. The reader may refer to Refs. [1–8], not to mention many
others. However, the algorithm for constructing an entire equation for the whole domain is highly com-
plicated when compared with that for each single equation. In recent years, coupling the BEM and the
FEM has been achieved through the domain decomposition methods [9–13]. In these coupling methods
there is no need to combine the coefficient matrices of the FEM and the BEM sub-domains, as is required in
the conventional coupling methods. Instead, separate computing for each sub-domain and successive re-
newal of the variables on the interface for both sub-domains are performed to reach the final convergence.
Although, the domain decomposition coupling methods offer some advantages over other methods,

some important issues related to the convergence of the iterative solution need to be addressed.
The objective of this paper is to derive the convergence conditions of three available iterative domain
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decomposition-coupling methods. The condition for obtaining a value of the relaxation parameter to speed
up convergence is also derived. The importance of the choice of the relaxation parameter is also demon-
strated.

2. Preliminaries

Consider the 2-D problem of Fig. 1, which is modeled using the BEM and FEM. The corresponding
boundary integral equation for the BEM sub-domain is given by:

H11 H12
H21 H22

� �
uBB
uIB

� �
¼ G11 G12

G21 G22

� �
qBB
qIB

� �
; ð1Þ

where u and q are column matrices containing the boundary nodal values for the potential (Dirichlet data)
and the flux (Neumann data), respectively. H and G are influence coefficient matrices. For the FEM sub-
domain, the assembled element equations take the form:

K11 K12
K21 K22

� �
uFF
uIF

� �
¼ f F

F
f I
F

� �
; ð2Þ

where K is the stiffness matrix for the system, and u and f are the nodal potentials and integrated flux
vectors respectively. At the interface, the compatibility and equilibrium conditions are:

uIB ¼ uIF 2 CI ; ð3Þ

f I
F þMqIB ¼ 0 2 CI ; ð4Þ

whereM is the converting matrix due to the weighing of the boundary fluxes by the interpolation function
on the interface.
In Sections 2.1–2.3 we are going to discuss three available domain decomposition schemes for coupling

the FEM and BEM.

2.1. Sequential Schwarz Dirichlet–Neumann scheme

The sequential Dirichlet–Neumann domain decomposition method may be described as follows [11,12]:

1. Set initial guess uIB;0 ¼ �uu
2. Do for n ¼ 0; 1; 2; . . . until convergence

solve
H11 H12
H21 H22

� �
uBB
uIB;n

� �
¼ G11 G12

G21 G22

� �
qBB
qIB;n

� �
for qIB;n; ð5Þ

Fig. 1. Domain decomposed into FEM and BEM sub-domains.
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solve
K11 K12
K21 K22

� �
uFF
uIF ;n

� �
¼ f F

F
�MqIB;n

� �
for uIF ;n; ð6Þ

apply uIB;nþ1 ¼ ð1� cÞuIB;n þ cuIF ;n; ð7Þ

where c is a relaxation parameter to ensure and/or accelerate convergence.

2.2. Parallel Schwarz Dirichlet–Neumann scheme

In this scheme [10], the initial assumed data on the interface for the BEM sub-domain is the Dirichlet
data, while that for the FEM sub-domain is the Neumann data. The computations for FEM and BEM are
performed in parallel. The method may be described as follows:

1. Set initial guess uIB;0 ¼ �uu and qIF ;0 ¼ �qq
2. Do for n ¼ 0; 1; 2; . . . until convergence

solve
H11 H12
H21 H22

� �
uBB
uIB;n

� �
¼ G11 G12

G21 G22

� �
qBB
qIB;n

� �
for qIB;n; ð8Þ

solve
K11 K12
K21 K22

� �
uFF
uIF ;n

� �
¼ f F

F
MqIF ;n

� �
for uIF ;n; ð9Þ

apply uIB;nþ1 ¼ ð1� aÞuIB;n þ auIF ;n; ð10Þ

apply qIF ;nþ1 ¼ �qIB;n; ð11Þ

where a is a relaxation parameter to ensure and/or accelerate convergence.

2.3. Parallel Schwarz Neumann–Neumann scheme

In this scheme, the Neumann data is assumed in advance both on the interface of the FEM and BEM
sub-domains [9]. The domain decomposition coupling method can be described as follows:

1. Set initial guess qIB;0 ¼ �qq and qIF ;0 ¼ �qIB;0
2. Do for n ¼ 0; 1; 2; . . . until convergence

solve
H11 H12
H21 H22

� �
uBB
uIB;n

� �
¼ G11 G12

G21 G22

� �
qBB
qIB;n

� �
for uIB;n; ð12Þ

solve
K11 K12
K21 K22

� �
uFF
uIF ;n

� �
¼ f F

F
MqIF ;n

� �
for uIF ;n; ð13Þ

apply qIB;nþ1 ¼ qIB;n þ b uIF ;n
�

� uIB;n
�
; ð14Þ

apply qIF ;nþ1 ¼ �qIB;n; ð15Þ

where b is a relaxation parameter ensure and/or accelerate convergence.
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3. Convergence and optimal convergence of the iterative schemes

In this section we are going to establish the convergence and optimal convergence conditions for the
three domain decomposition methods described in Section 2.

3.1. Sequential Schwarz Dirichlet–Neumann scheme

After applying boundary conditions and rearranging, Eq. (5) can be written in the following form

XB
B

qIB;n

� �
¼ A11 A12

A21 A22

� �
CB

uIB;n

� �
; ð16Þ

where XB
B are the boundary unknowns in the BEM sub-domain except on the interface. Similarly one can

apply boundary conditions and rearrange Eq. (6) to obtain:

uFF
uIF ;n

� �
¼ F11 F12

F21 F22

� �
CF

�MqIB;n

� �
: ð17Þ

Note that CB and CF are vectors of known values. Eliminating uFF from Eq. (17) yields:

uIF ;n ¼ F21CF � F22MqIB;n: ð18Þ

Using Eqs. (16) and (18) and substituting in Eq. (7) gives:

uIB;nþ1 ¼ ð1½ � cÞI þ cT �uIB;n þ cQ; ð19Þ

where T ¼ �F22MA22 and Q ¼ F21CF � F22MA21CB.
The eigenvalues of the system (19) are:

hk ¼ ð1� cÞ þ ckk; ð20Þ

where kk is the kth eigenvalue of T and k ¼ 1; 2; 3; . . . ; n.

Lemma 1. There exists a cc, such that jhkj < 1 if and only if ReðkkÞ < 1.

Proof. Notice that, for cP 0, hk is on the line segment joining the points 1, kk in the complex plane. Fig. 2
shows two cases of kk, one with ReðkkÞP 1 and the other with ReðkkÞ < 1. From this figure, it is clear that
the assertion of the lemma holds iff ReðkkÞ < 1. �

Fig. 2. The position of hk on the line joining 1 and kk .
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For a suitable choice of c, let kk ¼ xk þ iyk, then (20) gives:

xk

�
� 1

�
� 1

c

��2
þ y2k <

1

c2

which simplifies to:

ð1� xkÞ2 þ y2k <
2ð1� xkÞ

c
: ð21Þ

Inequality (21) immediately implies:

c < min
16 k6 n

2ð1� xkÞ
ð1� xkÞ2 þ y2k

( )
: ð22Þ

Next, we show that, there is a choice of the iteration parameter c that minimizes the spectral radius of the
iteration matrix ½ð1� cÞI þ cT �. To obtain an optimum c we must minimize:

max
16 k6 n

ð1j � cÞ þ ckij

which may be thought of as minimizing CðcÞk k1
where

CðcÞ ¼

ð1� cÞ þ ck1
ð1� cÞ þ ck2

..

.

ð1� cÞ þ ckn

2
6664

3
7775:

Since kxk1 is not a differentiable function, we use the fact that
1ffiffiffi
n

p kxk26 kxk1 6 kxk2 ð23Þ

and minimize kCðcÞk2 instead. Of course the optimum value for c in k 
 k2 may not coincide with the
optimum value in k 
 k1. Nevertheless, it bounds the latter one by virtue of (23). Let

F ðcÞ ¼ kCðcÞk22
then

F 0ðcÞ ¼ 2
Xn

k¼1
Reðkk � 1Þ þ 2c

Xn

k¼1
jkk � 1j2 ð24Þ

and

F 00ðcÞ ¼ 2
Xn

k¼1
jkk � 1j2 > 0;

i.e., the critical value of c of (24) corresponds to a minimum.

�cc ¼ �
Pn

k¼1 Reðkk � 1ÞPn
k¼1 jkk � 1j

ð25Þ

and

Fmin ¼ F ðcÞ ¼ n�
Pn

k¼1 Reðkk � 1Þ
� �2Pn

k¼1 jkk � 1j2
: ð26Þ

It follows that, if Fmin < 1, then q ð1� cÞI þ cTð Þ < 1 and convergence is achieved.
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3.2. Parallel Schwarz Dirichlet–Neumann scheme

As in the previous section, one can obtain:

uIB;nþ1 ¼ ð1� aÞuIB;n � aRuIB;n�1 þ aS; ð27Þ

where

R ¼ F22MA22 and S ¼ F21CF � F22MA21CB:

In Eq. (27), let:

vn ¼ un�1 and wn ¼ un:

Then the parallel Shwarz Dirichlet–Neumann scheme can be written as the one step difference system:

vnþ1
wnþ1

� �
¼ 0 I

�aR ð1� aÞI

� �
vn
wn

� �
þ 0

aS

� �
: ð28Þ

The eigenvalues of the above iteration matrix satisfy the equations:

k2 � ð1� aÞk þ akk ¼ 0; k ¼ 1; 2; 3; . . . ; n; ð29Þ
where k1; k2; k3; . . . ; kn are the eigenvalues of R.
The solutions of the Eq. (29) are:

h�
k ¼

ð1� aÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞ2 � 4akk

q
2

; k ¼ 1; 2; 3; . . . ; n:

To study the convergence of this scheme, we need the following lemma:

Lemma 2. If ReðkkÞ > �1, then there exists an ac > 0 such that jh�
k j < 1, 8a 2 ½0; ac�.

Proof. Since h�
k ð0Þ ¼ 0, then h�

k ðaÞ
�� �� < 1 is satisfied in some interval ½0; ac�. We prove the statement of the

lemma for hþ
k ðaÞ. Write hþ

k ¼ r þ is and kk ¼ rk þ isk. Then
r2 � s2 � ð1� aÞr þ ark ¼ 0; ð30Þ

2rs� ð1� aÞsþ ask ¼ 0: ð31Þ
Now

djhþ
k j
da a¼0

���� ¼ 2rr
0 þ 2ss0

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 þ r2

p
����
a¼0

:

Since rð0Þ ¼ 1 and sð0Þ ¼ 0 then sgn djhþk j
da ja¼0

� �
¼ sgnðr0ð0ÞÞ. Differentiating (30) and setting a ¼ 0, we

get:

r0ð0Þ ¼ �1� rk:

If rk > �1, then r0ð0Þ < 0, consequently jhþ
k j is decreasing in a neighborhood of 0 and the conclusion fol-

lows. �

Remark. If rk < �1 then jhþ
k j is increasing in a neighborhood of 0. Since jhþ

k ð0Þj ¼ 1, jh
þ
k ðaÞj > 1 in a

neighborhood of 0.
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The case of rk ¼ 1 and a sharper result will be treated in the next lemma, for the proof of which we need
the following proposition.

Proposition 1. Let z ¼ xþ iy and x; y P 0. Then Re
ffiffi
z

p
P

ffiffiffi
x

p
, where, the branch �p < h < p is taken for the

square root function.

Proof.Write z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
eih, where h ¼ tan�1 ðy=xÞ. The conditions xP 0, y P 0 and the branch taken for

the square root function imply that 0 < h < p=2.

Reð
ffiffi
z

p
Þ ¼ ðx2 þ y2Þ1=4 cos 1

2
tan�1

y
x

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
2

s
P

ffiffiffiffiffi
2x
2

r
¼

ffiffiffi
x

p
: �

Lemma 3. If ReðkkÞ6 � 1 then the numerical scheme is not convergent.

Proof. Write kk ¼ rk þ isk, then the eigenvalues of the scheme are:

h�
k ¼

ð1� aÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞ2 � 4ark � 4aisk

q
2

ðwe may assume wlog; that sk P 0Þ:

The condition ReðkkÞ6 � 1 gives:

ð1� aÞ2 � 4ark P ð1� aÞ2 þ 4a ¼ ð1þ aÞ2:
Therefore, using Proposition 2, we get:

Re

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞ2 � 4ark � 4aisk

q
P

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞ2 � 4ark

q
P

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞ2 þ 4a

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ aÞ2

q
:

So that Reðhþ
k ÞP ð1=2Þ ð1� aÞ þ ð1þ aÞ½ � ¼ 1 and jhþ

k jP 1.
The existence of an a that minimizes qðAðaÞÞ and a value for a, for which qðAÞ ¼ 1, result from Lemma 2

and the fact that h�
k ! 1 as a ! 1. �

3.3. Parallel Schwarz Neumann–Neumann scheme

As in 3.1 and 3.2, one can obtain:

uIB;nþ1 ¼ ðI � bCÞuIB;n � bDuIB;n�1 þ bE; ð32Þ

where

C ¼ A�1
22 ;

D ¼ A�1
22 F22MA22

and

E ¼ A�1
22 F21CF � A�1

22 F22MA21CB:

As in Section 3.2 the parallel Shwarz Neumann–Neumann scheme can be written as the one step dif-
ference system:

vnþ1
wnþ1

� �
¼ 0 I

�bD I � bC

� �
vn
wn

� �
þ 0

bE

� �
ð33Þ
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or

nnþ1 ¼ AðbÞnn þ F ðbÞ: ð34Þ
For convergence we must have qðAðbÞÞ < 1. The eigenvalues of AðbÞ are roots of:

det kðkð � 1ÞI þ kbC þ bDÞ ¼ 0: ð35Þ

The one-dimensional case will be considered here in order to illustrate the behavior of the spectral radius as
b changes. The general case will be treated in the following section. Eq. (35) has the form:

k2 � ð1� bCÞk þ bD ¼ 0
and,

C;D > 0:

The roots of this equation are:

k1 ¼
ð1� bCÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� bCÞ2 � 4bD

q
2

and

k2 ¼
ð1� bCÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� bCÞ2 � 4bD

q
2

:

The graphs of k1 and k2 against b are given in Fig. 3. In this figure, b1 and b2 are the values at which
ð1� bCÞ2 � 4bD becomes zero. These values are:

b1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
C þ D

p
�

ffiffiffiffi
D

p

C

� �2

and

b2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
C þ D

p
þ

ffiffiffiffi
D

p

C

� �2
:

As depicted in Fig. 3, we remark that:

Fig. 3. jkj vs. b for the parallel Neumann–Neumann scheme.
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1 >
ð1� b1CÞ

2
¼

ffiffiffiffi
D

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
C þ D

p
� D

C
> 0;

ð1� b2CÞ
2

¼ �
ffiffiffiffi
D

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
C þ D

p
þ D

C
< 0

and

j1� b2Cj > ð1� b1CÞ:
It follows that the minimum spectral radius is ð1� b1CÞ=2 occurring at b ¼ b1. Note that qðAðb1ÞÞ < 1

and the choice of b ¼ b1 corresponds to the fastest rate of convergence. We also note that as b ! 1,
jk2j ! 1. Therefore at a certain b, the spectral radius becomes 1. This is the supremum of the allowable
values for b which preserves the stability of the algorithm.

4. A unified convergence analysis

In this section we carry out a unified convergence analysis of the schemes presented in the previous two
sections. The findings in this section are of a more general character than those of Section 3. For the
purpose of analyzing convergence we will assume the form of the domain decomposition methods can be
given in the following form:

unþ1 � un þ qAun þ qKun�1 ¼ 0; ð36Þ
where q is the relaxation parameter, i.e., one can define:

A ¼ I þ T ; K ¼ 0 ðsequential Dirichlet–Neumann domain decomposition coupling methodÞ;

A ¼ I ; K ¼ R ðparallel Dirichlet–Neumann domain decomposition coupling methodÞ;
and

A ¼ C; K ¼ D ðparallel Neumann–Neumann domain decomposition coupling methodÞ:

Proposition 2. Define the characteristic equation of the scheme (36) by:

detððk2 � kÞI þ kqAþ qKÞ ¼ 0: ð37Þ
Then we have the following properties:

(a) The roots of (37) are the eigenvalues of the block matrix
0 I

�qK I � qA

� �
(b) k is a root of (37) if and only if un ¼ knc is a solution of (36) for some nonzero vector c.
(c) The system (36) is stable if and only if all roots of (37) have modulus less than one.

Proof. ðaÞ det kI
�

� 0 I
�qK I � qA

� ��
¼ det kI �I

qK ðk � 1ÞI þ qA

� �
¼ detððk2 � kÞI þ kqAþ qKÞ:

Suppose k is a root of (37), Let c be a nontrivial solution of ½ðk2 � kÞI þ kqAþ qK�c ¼ 0. Set un ¼ knc. It
can be easily checked that un satisfies (36). On the other hand, if un ¼ knc for some nontrivial c, then:

½ðk2 � kÞI þ kqAþ qK�c ¼ 0;
or

det½ðk2 � kÞI þ kqAþ qK�c ¼ 0;
i.e., k is a root of (37).
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(b) The system (36) can be put in the equivalent form:

unþ1 ¼
0 I

�qK I � qA

� �
un ð38Þ

which is stable if and only if its eigenvalues have modulus less than one. By part (a), these are the same as
the roots of (37). �

Let k be a root of (36) and c a nontrivial solution of ½ðk2 � kÞI þ kqAþ qK�c ¼ 0 normalized such that
kck ¼ 1. Multiplying both sides by c� ¼ ½c�t, we get:

ðk2 � kÞ þ kqaþ qb ¼ 0; ð39Þ
where,

a ¼ c�Ac and b ¼ c�Kc: ð40Þ

Theorem 1.

(a) If Reðaþ bÞ > 0, then there exists a qþ > 0, such that jkj < 1 for all q 2 ð0; qþÞ.
(b) If Reðaþ bÞ < 0, then there exists a q� < 0, such that jkj < 1 for all q 2 ðq�; 0Þ.

Proof. (a) Assume Reðaþ bÞ > 0. The two roots of (39) are:

kþ ¼
ð1� qaÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ qaÞ2 � 4qðaþ bÞ

q
2

ð41Þ

and

k� ¼
ð1� qaÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ qaÞ2 � 4qðaþ bÞ

q
2

: ð42Þ

Since k� ¼ 0 at q ¼ 0, there exists a q0
k such that jk

�j < 1 for all q 2 ð0; q0
kÞ.

On the other hand, kþ ¼ 1 at q ¼ 0. We want to show that there is an interval ð0; q2kÞ such that jk
þj < 1

for all q 2 ð0; q2kÞ.
For this purpose, write kþ ¼ r þ is. The real part of (39) satisfies:

r2 � s2 � rð1� qReaÞ þ sqImaþ qReb ¼ 0: ð43Þ
Now jkþj2 ¼ r2 þ s2 and djkþj2=dq ¼ 2rðdr=dqÞ þ 2sðds=dqÞ. At q ¼ 0, r ¼ 1 and s ¼ 0. Using this and
differentiating (43) we get

dr
dq

����
q¼0

¼ �Reðaþ bÞ < 0:

Therefore, djk
þj2
dq

����
q¼0

< 0, and jkþj2 is decreasing in a neighborhood of 0. Then, there exists a q2k > 0 such

that jkþj < 1 for all q 2 ð0; q2kÞ. Part b can be proved similarly. �

Corollary 1. Suppose k1; k2; . . . ; km are the roots of (37) and c1; c2; . . . ; cm are the corresponding vectors
computed from (38). If Reðc�kðAþ KÞckÞ > 0 ðReðc�kðAþ KÞckÞ < 0Þ for k ¼ 1; 2; . . . ;m, then there exists a
�qq > 0 (�qq < 0), such that the system (36) is stable for all q 2 ð0; �qqÞ (all q 2 ð�qq; 0Þ).

Proof. If Reðc�kðAþ KÞckÞ > 0 for k ¼ 1; 2; . . . ;m, then it follows from Theorem 1 that there exist positive
numbers q1; q2; . . . ; qm such that kkj j < 1 for all q 2 ð0; qkÞ, k ¼ 1; 2; . . . ;m. Take �qq ¼ minðq1; q2; . . . ; qmÞ.
The other case can be shown similarly. �
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Since the condition Reðc�kðAþ KÞckÞ > 0 is not readily available to check, we can, instead, check the
following condition.

Corollary 2. Let C ¼ Aþ K. If C þ Ct is positive definite ðnegative definiteÞ, then the conclusion of Corollary
1 holds.

Proof. If C þ Ct is positive definite, then for any root k of (37) and any corresponding vector c we
have:

Reðc�ðAþ KÞcÞ ¼ ct1Cc1 þ ct2Cc2 ¼
1

2
ct1ðC þ CtÞc1 þ

1

2
ct2ðC þ CtÞc2 > 0;

where, c ¼ c1 þ ic2. �

Remark. As with the successive over-relaxation methods, the optimal values of the iteration parameters are
known only if the matrices involved have special structure. Indicators of such special structures can be
found in [14,15]. For the present work, this problem is still open. Corollary 2, however, provides a con-
dition that is easy to check for the anticipation of the presence of an optimal value for the parameter. From
an engineering point of view, however, the following guidelines seem to work very well.

1. For combinations of low values of the relative sizes of the BEM to FEM sub-domains, and high values
of the relative stiffness of the BEM to FEM sub-domains, the relaxation parameters may be assigned a
relatively low value.

2. For combinations of high values of the relative sizes of the BEM to FEM sub-domains, and low values
of the relative stiffness of the BEM to FEM sub-domains, the applicable range of the relaxation para-
meters becomes wider.

Fortunately, most of the FEM/BEM coupling applications satisfy the second case and therefore, a wider
range of the relaxation parameters is applicable to assure solution convergence.

We proceed to show that the conditions of Theorem 1 cannot be relaxed.

Proposition 3. If the system (37) has a root k such that ðaþ bÞ > 0 where a and b are given by (40), then the
system is unstable for all positive values of q.

Proof. First note that for any z 2 C and o > 0 we have Re
ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ r

p
> Re z where the branch �p < x6 p is

taken for the square root function. Indeed to see this, write z ¼ xþ iy, then

Re
ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ r

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � y2 þ rÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � y2 þ rÞ2 þ 4x2y2

qr
2

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � y2 þ rÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 þ y2 þ rÞ2

qr
2

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ r

p
P jxjPRe z:

Applying this to Eq. (41) we get:

Rekþ ¼
ð1� qReaÞ þRe

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ qaÞ2 � 4ðaþ bÞ

q
2

P
1� qReaþReð1þ qaÞ

2
¼ 1:

Therefore jkþjP 1 and the system is unstable for all positive values of q. �
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If the system (37) has a root k such that ðaþ bÞ < 0 then we conclude similarly, that the system is
unstable for all negative values of q. Hence, the following corollary:

Corollary 3. If the system (37) has two roots k1, k2 for which ða1 þ b1Þða2 þ b2Þ < 0 where a1; b1; a2; b2 are
given by (40) then the system is unstable for all values of q.

5. Numerical examples

Conditions for convergence were established theoretically in Sections 3 and 4. In this section we apply
the foregoing discussion with several example problems.
Consider the potential flow problem shown in Fig. 4. The two sub-domains XB and XF are governed by

Laplace equation i.e., kir2u ¼ 0 in Xi, i ¼ 1, 2, where ki is the material property in the sub-domain Xi. The
domain is decomposed to the FEM and BEM sub-domains with 06 x6 a. The boundary conditions are
selected as uð0; yÞ ¼ 0, uða; yÞ ¼ 200, and zero flux (kiru) elsewhere. The problem is investigated for dif-
ferent values of aB=aF and KB=KF (see, i.e., Fig. 5 which shows the discretization for aB=aF ¼ 1). Setting the
values of aB, aF , KB and KF to unity, the problem is solved numerically using the three domain decom-
position methods shown in Section 2. Table 1 gives the range and the optimum values for the relaxation

Table 1

Numerical results for the potential flow problem with aB, aF , KB and KF set to unity

Scheme Relaxation parameter Range Optimum

Parallel Neumann–Neumann b 0–0.98 0.18

Parallel Dirichlet–Neumann a 0–0.98 0.18

Sequential Dirichlet–Neumann c 0–0.98 0.5

Fig. 4. Potential flow problem.

Fig. 5. Discretization of the potential flow problem.
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parameters with aB, aF , KB and KF set to unity. Table 2 shows the applicable range of the relaxation pa-
rameters for the coupling schemes with different combinations of aB=aF and KB=KF . The optimum and limit
values of the relaxation parameters are found in close agreement with the theoretical analysis given in
Sections 3 and 4.
Now let us consider Fig. 6, where a steel cantilever beam is subjected to a uniform tensile loading of

20� 103 units at its free end, and is considered to be in a state of plane stress with an elastic modulus,
E ¼ 29� 106 units, and a Poison’s ratio m ¼ 0:3. The beam is 20 units long and 10 units high, and is as-
sumed to be weightless. The results obtained using the sequential Dirichlet–Neumann and the parallel
Dirichlet–Neumann domain decomposition coupling methods and for the two meshes shown in Fig. 7
match very well with the analytical solutions. It should be mentioned over here that the problem cannot be
solved using the parallel Neumann–Neumann domain decomposition coupling method as the Neumann
boundary conditions are prescribed for the entire external boundary of the BEM sub-domain.

Table 2

Applicable range for the potential flow problem and for different values of aB=aF and KB=KF

aB=aF KB=KF

0.50 1.0 2.0

0.2 b 0.02–0.98 0.02–0.98 0.02–0.98

a 0.02–0.36 0.02–0.18 0.02–0.08

c 0.02–0.56 0.02–0.32 0.02–0.18

1.0 b 0.02–0.98 0.02–0.98 0.02–0.98

a 0.02–1.98 0.02–0.98 0.02–0.48

c 0.02–1.32 0.02–0.98 0.02–0.66

4.0 b 0.02–0.98 0.02–0.98 0.02–0.98

a 0.02–2.28 0.02–2.66 0.02–1.98

c 0.02–1.76 0.02–1.56 0.02–1.32

Fig. 6. Cantilever beam subjected to uniform loading.

Fig. 7. FEM/BEM discretization for the cantilever beam problem.
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Fig. 8 illustrates the effect of the mesh size on the convergence of solution. For mesh (a), c should be
within the range of 0.02–0.54, whilst the range for a is 0.02–0.36. Beyond these values the sequential Di-
richlet–Neumann and the parallel Dirichlet–Neumann domain decomposition coupling methods will not
converge. The range from which the relaxation parameter to be chosen becomes narrower with a denser
mesh of the computational sub-domains.
Using mesh (a) of Fig. 7, the problem is investigated for different relative values of modulus of elasticity

for the BEM and FEM sub-domains, EB=EF . Fig. 9 indicates that as EB=EF decreases, the range from which
the relaxation parameters to be chosen increases. The range for both c and a reduces to very narrow ones
for higher values of EB=EF . Table 3 shows the allowable range and the optimum values for the relaxation
parameters and for different values of EB=EF .
For the cantilever beam problem, the optimum and limit values of c and a are found in close agreement

with the theoretical analysis given in Sections 3 and 4.

Fig. 8. Effect of the mesh density on solution convergence.

Fig. 9. Effect of the material properties of the sub-domains on solution convergence.

Table 3

Applicable range and optimum values for the cantilever beam problem and for different values of EB=EF

Relaxation

parameter

EB=EF

0.50 1.0 2.0 5.0

c Range 0.02–0.85 0.02–0.54 0.02–0.31 0.02–0.14

Optimum 0.6 0.43 0.25 0.13

a Range 0.02–0.73 0.02–0.37 0.02–0.18 0.02–0.08

Optimum 0.36 0.23 0.15 0.07
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Now let us consider another example where the excavation of a circular tunnel opening in a geological
medium is analyzed. The tunnel is deeply inserted in an intact rock. The plane strain condition is assumed
to prevail. The radius of the tunnel R is taken as 100 units. The material properties employed are as follows:
Young’s modulus E ¼ 2:1� 104 units, Poisson’s ratio m ¼ 0:18, Cohesion c ¼ 10 units and angle of internal
friction / ¼ 41�. First the excavation of tunnel is analyzed with the FEM. In this case the infinite domain is
truncated at 4.3, 8.7 and 15 times the radius of the tunnel from the center of the tunnel opening. At the
boundary of the tunnel, the forces corresponding to in situ state of stress condition are computed at the
nodal points and applied in the opposite direction to simulate the excavation of the opening. The problem is
then analyzed using the sequential Dirichlet–Neumann domain decomposition coupling method. The
FEM/BEM interface is set at 3.6 times the radius of the tunnel. Due to symmetry only one quarter of the
problem is modeled. Fig. 10 shows the discretization with the FEM and coupled FEM/BEM.
Figs. 11 and 12, respectively, show the radial displacements ðurÞ and radial stresses ðrrÞ by the FEM and

FEM/BEM as compared to the closed form solution. For the FEM, it is observed that better accuracy is

Fig. 10. FEM and FEM/BEM discretization for the tunnel problem.

Fig. 11. Radial displacements for elastic analysis of the tunnel problem.
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achieved as the extent of boundary distance increases. The FEM/BEM solutions give higher accuracy
compared to the FEM. The results clearly show the advantage of using the FEM/BEM in terms of ac-
curacy. In order to assure convergence, c should be within the range of 0.02–1.03 with an optimum value of
0.59. The optimum and limit values of c are in close agreement with the ones determined theoretically using
the analysis given in Sections 3 and 4.

6. Conclusions

In this work, we investigate the convergence of three available domain decomposition-coupling schemes.
Several example problems are also given. The theoretical analysis provides an interval from which the
relaxation parameter has to be chosen. The choice of this parameter is essential to guarantee the conver-
gence of the method.
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