CE317 : Computer Methods in Civil Engineering

The Fixed-Point Iteration Method: 

The method requires one initial guess only.

►Procedure:

Consider the equation f(x) = 0

1- Re-write the equation as x = g(x)

2- Assume an initial guess for the root = x0 and calculate the first estimate of the root x1 from: x1=g(x0)

3- Repeat step 2 several times until convergence is achieved, i.e.

xi+1=g(xi) until Єa < Єs
►Example

Example1: Use the fixed-point iteration method to estimate the root of f(x)=e-x-x with an accuracy of Єt= 5%. (The exact root is 0.56714329).

Solution:

The above iterative formula becomes


[image: image17.wmf]-2

-1

1

2

3

-2

-1

1

2

3


Performing the iterations, we get:

Iter#


x



Єt(%)



1


e-0 = 1



76.3

2


e-1 = 0.367879

35.1
3


e-0.367879 = 0.692201
22.1

4


e-0.692201 = 0.500473
11.8

5


e-0.500473 = 0.606244
6.89

.


.

10


e-0.571143 = 0.564879
0.399

Example2: Use the fixed-point iteration method to estimate one of the roots of f(x)=x2-2x-3 with an accuracy of Єt= 5%. (The exact roots are: x=-1 and x=3).

Solution:

Alternative (1): Re-write the equation in the form: 
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. Let X0=0. and use the above iterative formula to generate the following results:

Iter # 

x 

1


1.73205

2 2.54246

.


.

.


.

6


2.99413

Note that the method here, converges to the root x=3.

Alternative (2): Re-write the equation in the form: 
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For x0=0, we get:

Iter # 

x 

1


-1.50000


2


-0.85714

.


.

.


.

5


-1.00549

So that the method converges to the root x = -1.

Alternative (3): Re-write the equation in the form: 
[image: image6.wmf]3

2

-

-

=

x

x

x

, so that 
[image: image7.wmf]3

)

(

2

-

-

=

x

x

x

g

. Starting with x0 = 0, we get:
Iter # 

x 

1


-3.0000


2


9.00000

3 69.0000

4 4689.00

It is obvious that the method does not converge for the above choice of g(x). Let us repeat the procedure with a different initial guess, say x0=2.9 which is very close to one of the root. We get:

Iter # 

x 

1


2.51000

2 0.79010

.


.

.


.

5 90.6150

6 8117.47

It does not converge! Even if you try x0 = -1.1 which is very close to the other root, you will find out that the method diverges again!! The reason will be clarified later.

Alternative (4): Re-write the equation in the form: 
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. Starting with x0 = 0, we get:
Iter # 

x 

1


-1.50000

2 -0.37500

.


.

14


-0.66217




15


–1.28076

It is obvious that the method diverges for this choice of g(x). The same thing will happen, even if we start with x0 very close to one of the roots!!

To understand the reasons behind the convergence/divergence of the method, let us plot the curves y = x and y = g(x) for each case:
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►Advantages 

Very easy to program.

►Disadvantages 

Diverges if the absolute value of the derivative of g(x) with respect to x is greater than 1 for all x in the interval containing the root. (see example 2). 
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