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King Fahd University of Petroleum & Minerals

Civil Engineering Department

CE317
Computer Methods in CE

Lecture 6(
Roots of Single Equations (Continue…)
Open Methods 
The Fixed-Point Iteration Method: 

The method requires one initial guess only.

►Procedure:

Consider the equation f(x) = 0

1- Re-write the equation as x = g(x)

2- Assume an initial guess for the root = x0 and calculate the first estimate of the root x1 from: x1=g(x0)

3- Repeat step 2 several times until convergence is achieved, i.e.

xi+1=g(xi) until Єa < Єs
Convergence Condition: |g(x)| < 1 in the region of interest.

Example1: Use the fixed-point iteration method to estimate the root of f(x)=e-x-x with an accuracy of Єt= 5%. (The exact root is 0.56714329).

Solution:

The above iterative formula becomes
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Performing the iterations, we get:

Iter#


x



Єt(%)




1


e-0 = 1



76.3

2


e-1 = 0.367879


35.1

3


e-0.367879 = 0.692201

22.1

4


e-0.692201 = 0.500473

11.8

5


e-0.500473 = 0.606244

6.89

.


.

10


e-0.571143 = 0.564879

0.399

Example2: Use the fixed-point iteration method to estimate one of the roots of f(x)=x2-2x-3 with an accuracy of Єt= 5%. (The exact roots are: x=-1 and x=3).

Solution:

Alternative (1): Re-write the equation in the form: 
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. Let X0=0. and use the above iterative formula to generate the following results:

Iter # 


    x
 

1


1.73205

2 2.54246

.


.

.


.

6


2.99413

Note that the method here, converges to the root x=3.

Alternative (2): Re-write the equation in the form: 
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For x0=0, we get:

Iter # 


        x 

1


-1.50000


2


-0.85714

.


.

.


.

5


-1.00549

So that the method converges to the root x = -1.

Alternative (3): Re-write the equation in the form: 
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. Starting with x0 = 0, we get:
Iter # 

     
        x 

1


-3.0000


   2


9.00000

3


69.0000

4


4689.00

It is obvious that the method does not converge for the above choice of g(x). Let us repeat the procedure with a different initial guess, say x0=2.9 which is very close to one of the root. We get:

Iter # 


        x 

1



2.51000

2 0.79010

.



….

.



….

5  


90.6150

6  


8117.47

It does not converge! Even if you try x0 = -1.1 which is very close to the other root, you will find out that the method diverges again!! The reason will be clarified later.

Alternative (4): Re-write the equation in the form: 
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. Starting with x0 = 0, we get:
Iter # 

          x                 

1


-1.50000

2


-0.37500

.


….
14


-0.66217




15


–1.28076

It is obvious that the method diverges for this choice of g(x). The same thing will happen, even if we start with x0 very close to one of the roots!!

Example 3

Can we guarantee the convergence of the fixed-point iteration method if used to solve the equation f(x) =  cos x – 2x for any arbitrary initial guess?

►Advantages 
Very easy to program.

►Disadvantages 

Diverges if the absolute value of the derivative of g(x) with respect to x is greater than 1 for all x in the interval containing the root. (see example 2). 

 Open Methods (Continue) 
The Newton-Raphson Metod :
►Key-idea:  The method is based on the first order Taylor expansion, i.e.:
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When we hit the root, 
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►Procedure:

4- Assume an initial guess for the root = x0 and calculate the first estimate of the root x1 from: 
[image: image13.wmf])

(

)

(

0

0

0

1

x

f

x

f

x

x

¢

-

=


5- Repeat step 1 several times until convergence is achieved, i.e.
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 until Єa < Єs
The procedure is illustrated by the figure shown below.
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►Example1: Use Newton-Raphson method to estimate the root of f(x)=e-x-x. Show all details of the iterations. Hint: the root is located between 0 and 1.

Solution: 
	Iter
	Xi
	f(Xi)
	f’(Xi)
	Xi+1
	|εa(%)|

	1
	0.
	1.
	-2.
	0.5
	100.00

	2
	0.5
	0.1065
	-1.6065
	0.5663
	11.71

	3
	0.5663
	0.0013
	-1.5676
	0.5671
	0.15

	4
	0.5671
	0.0000
	-1.5676
	0.5671
	0.00


►Example2: Repeat Example1 starting with x0 = 5.

Solution: 
	Iter
	Xi
	f(Xi)
	f’(Xi)
	Xi+1
	|εa (%)|

	1
	5.
	-4.9933
	-1.0067
	0.04016
	12351

	2
	0.04016
	0.92048
	-1.9606
	0.5096
	92.12

	3
	0.5096
	0.0911
	-1.6007
	0.5665
	10.04

	4
	0.5665
	0.0010
	-1.5675
	0.5671
	0.000


Open Methods (Continue) 
Secant Method:
The method is used instead of Newton-Raphson method when the derivative of the function is difficult to obtain or if the slope of the function = 0 near the root. The formula of the method is obtained by replacing the exact derivative in Newton-Raphson’s formula by 
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►Procedure:

6- Assume two initial guess x0 and x1 to calculate the first estimate of the root x2 from: 
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7- Repeat step 1 several times until convergence is achieved, i.e.
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  until Єa < Єs
►Example3: Repeat Examples 1 using the secant method with the two initial guesses x0 = 0. and x1 = 1. 

Solution: 
	Iter
	Xi-1
	Xi
	Xi+1

	1
	1.
	2.
	[image: image20.wmf]0.6127



	2
	2.
	[image: image21.wmf]0.6127
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	3
	0.48714
	[image: image23.wmf]0.563838
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►Example4: Repeat Examples 3 using the secant method with the two initial guesses x0 = 2. and x1 = 3. 

Solution: 
	Iter
	Xi-1
	Xi
	Xi+1

	1
	2.
	3.
	0.2823

	2
	3.
	0.2823
	0.6570

	.
	.
	.
	.

	5
	0.5719
	0.5671
	0.5671


►Advantages 

Both methods are faster to converge than previous methods

►Disadvantages 

1- N-R method diverges if the derivative of x evaluated at the initial guess is zero.

2- The secant method requires two initial guesses. However, the guesses do not have to bracket the root.[image: image25.png]





























































































( Important: This handout is only a summery of the lecture. The student is expected to take detailed notes during the class and refer to the textbook for more examples and discussion.





PAGE  
3

_1075606118.unknown

_1075607458.unknown

_1076410042.unknown

_1172378354.unknown

_1189158017.unknown

_1077366374.unknown

_1077366507.unknown

_1077091750.unknown

_1076405432.unknown

_1076405486.unknown

_1075612164.unknown

_1075606485.unknown

_1075607416.unknown

_1075606436.unknown

_1075605658.unknown

_1075606073.unknown

_1075605371.unknown

_1072587499.unknown

